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Epitope-Specific CD8+ T Cell Kinetics Rather than Viral Variability Determine the Timing of Immune Escape in Simian Immunodeficiency Virus Infection

Alexey P. Martyushev,* Janka Petravic,* Andrew J. Grimm,* Hamid Alinejad-Rokny,* Shayarana L. Gooneratne,† Jeanette C. Reece,† Deborah Cromer,* Stephen J. Kent,† and Miles P. Davenport*

CD8+ T cells are important for the control of chronic HIV infection. However, the virus rapidly acquires “escape mutations” that reduce CD8+ T cell recognition and viral control. The timing of when immune escape occurs at a given epitope varies widely among patients and also among different epitopes within a patient. The strength of the CD8+ T cell response, as well as mutation rates, patterns of particular amino acids undergoing escape, and growth rates of escape mutants, may affect when escape occurs. In this study, we analyze the epitope-specific CD8+ T cells in 25 SIV-infected pigtail macaques responding to three SIV epitopes. Two epitopes showed a variable escape pattern and one had a highly monomorphic escape pattern. Despite very different patterns, immune escape occurs with a similar delay of on average 18 d after the epitope-specific CD8+ T cells reach 0.5% of total CD8+ T cells. We find that the most delayed escape occurs in one of the highly variable epitopes, and that this is associated with a delay in the epitope-specific CD8+ T cells responding to this epitope. When we analyzed the kinetics of immune escape, we found that multiple escape mutants emerge simultaneously during the escape, implying that a diverse population of potential escape mutants is present during immune selection. Our results suggest that the conservation or variability of an epitope does not appear to affect the timing of immune escape in SIV. Instead, timing of escape is largely determined by the kinetics of epitope-specific CD8+ T cells.
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Materials and Methods

Ethics statement

Experiments on pigtail macaques (Macaca nemestrina) were approved by Commonwealth Scientific and Industrial Research Organization livestock industries Animal Ethics Committees (approval no. 1315) and cared for in accordance with Australian National Health and Medical Research Council guidelines.

Animals

We studied 25 Mane-A01*084+ pigtail macaques (M. nemestrina) that have previously been described (15–19). Briefly, 17 of the animals were part of a vaccine trial of influenza-based vaccines, in which 7 macaques were controls (16), 5 received influenza viruses expressing the SIV Gag KP9 CD8 T cell epitope (17), and five received influenza viruses expressing KP9 and two CD8 T cell epitopes in Tat termed KSA10 and KVA10 (18). Eight pigtail macaques were enrolled in a therapeutic peptide-based vaccine trial (19) and received antiretroviral therapy (tenofovir and emtricitabine) from weeks 3 to 10 postinfection. Either no treatment (controls) or peptide-vaccine treatment (overlapping 15-mer Gag peptides only or tibaine) from weeks 3 to 10 postinfection. Either no treatment (controls) or peptide-vaccine treatment (overlapping 15-mer Gag peptides only or tibaine) from weeks 3 to 10 postinfection.

Characterization of epitope-specific CD8 T cells to three SIV epitopes

The kinetics of SIV-specific CD8 T cells to three SIV epitopes were measured by tetramer staining of CD3+CD8+ lymphocytes in fresh whole heparinized blood. The three epitopes all had the same MHC restriction, that is, Mane-A01*084. Mane-A01*084 tetrameric protein folded around either the KVA10 (SIV Tat141-152), KSA10 (SIV Tat177-186), or KP9 (SIV Gag164-172) peptide epitope were used as previously described (17, 20). An example of the gating strategy for CD3+CD8+ lymphocytes staining for the three tetramers in a sample from one of the Mane-A01*084+ pigtail macaques (Supplemental Table II).

Pyrosequencing for escape at KP9, KVA10, and KSA10

To examine the effects of CD8 T cell selection on virus, we isolated and pyrosequenced plasma virus from serial time points after SIV infection as previously described (18, 22). Briefly, viral RNA from EDTA anti-coagulated plasma was extracted using the QIAamp MinElute virus spin kit or QIAamp UltraSens RNA kit (Qiagen, Valencia, CA). Viral RNA was reverse transcribed and amplified using the SuperScript III One-Step RT-PCR system with Platinum Taq DNA Polymerase High Fidelity (Invitrogen, Carlsbad, CA) and MID-tagged primers (454, Sigma-Aldrich) spanning Gag164-172 (KP9; KKKGAEEVVP) and Tat177-186 (KVA10; KRETVKAVA) and Tat141-152 (KSA10; KKAkanTSStA). The RT-PCR conditions were: 50˚C for 15 min; 94˚C for 2 min; 40 cycles of 94˚C for 15 s, 58˚C for 30 s, and 68˚C for 50 s; then 68˚C for 5 min. DNA from PCR products was purified by cutting out appropriate bands from a 1% agarose gel and using the QIAquick gel extraction kit (Qiagen). Amplicons were pooled at equimolar ratios and sequenced by the Australian Genome Research Facility using a Roche 454 system. Amino acid variation within the three epitopes (Gag KP9, Tat KVA10, and Tat KSA10) was examined using custom software written in BioRuby. Sequence reads that did not span the full amplicon or that contained ambiguous nucleotides were discarded to remove low quality sequences (23, 24). Reads were aligned against their respective reference sequences, and the portion of the read corresponding to the epitope was analyzed. Reads within the epitope that contained frame-shift mutations were excluded, and the frequency of different amino acid sequences at each epitope was calculated. An example of the pattern of immune escape at KP9 by deep sequencing in one animal is shown in Fig. 1C.

Pyrosequencing for escape at KP9, KVA10, and KSA10

To assess variability across the Mane-A01*084 epitopes in the absence of CTL pressure at these sites, we sequenced plasma SIV RNA from 28 Mane-A01*084+ animals 15–24 wk after SIVmac251 infection (Supplemental Table II; described in detail in Ref. 25). Briefly, the whole SIVmac251 genome was amplified in four overlapping fragments by RT-PCR using specifically designed primers from plasma cDNA. RT-PCR was performed in an Eppendorf realphaq Mastercycler (Eppendorf, Hamburg, Germany) under the following conditions: 50˚C for 60 min; 94˚C for 2 min; 2 cycles of 94˚C for 1 s, 60˚C for 1 min, 68˚C for 4 min; 2 cycles of 94˚C for 15 s, 58˚C for 1 min, 68˚C for 4 min; 41 cycles of 94˚C for 15 s, 55˚C for 1 min, 68˚C for 4 min; 68˚C for 10 min. PCR products were run on a 0.7% agarose gel (Promega, Madison, WI) alongside a 1-kb DNA ladder (New England Biolabs, Ipswich, MA), the correct size bands were excised, and DNA was extracted using the QIAquick gel extraction kit (Qiagen).

Amplified plasma SIV cDNA concentrations were measured using the Qubit dsDNA HS assay kit and the Qubit 2.0 fluorometer (Life Technologies, Carlsbad, CA) and 4 × 106 copies from each of the four fragments were pooled to create a complete genome. Nextera XT DNA sample preparation kit (llumina) was used to prepare libraries for sequencing. The libraries were sequenced in a MiSeq instrument (Illumina, San Diego, CA).

All sequencing data are available on the open source depository site (http://datadryad.org/resource/doi:10.5061/dryad.qbnb3) and upon request.

Measuring escape rate

To estimate the dynamics of viral replacement and compare the ability of SIV strains to survive and dominate under immune pressure, we define the escape rate (ER) as

\[
ER(t_0, t_1) = \ln(\frac{g_{EM}(t_1)}{g_{WT}(t_0)})
\]

where \(g_{EM}(t_1)\) and \(g_{WT}(t_0)\) are the growth rates of an escape mutant (EM) and a wild-type (WT), respectively, measured between time points \(t_0\) and \(t_1\).

We assume exponential growth/decay of EM and WT between two sequential measurements at time points \(t_0\) and \(t_1\), which amounts to linear interpolation between log-transformed data points (15, 26). The number of copies of WT and EM in plasma between \(t_0\) and \(t_1\) is given by the equations

\[
WT(t_1) = WT(t_0) e^{g_{WT}(t_1-t_0)}
\]

\[
EM(t_1) = EM(t_0) e^{g_{EM}(t_1-t_0)}
\]

The ER is defined as a difference in exponential growth rates of EM and WT and can then be found from

\[
ER(t_0, t_1) = \ln(\frac{\text{WT}(t_1)}{\text{EM}(t_1)}) = \ln(\frac{\text{WT}(t_0) e^{g_{WT}(t_1-t_0)}}{\text{EM}(t_0) e^{g_{EM}(t_1-t_0)}})
\]

\[
= \ln\left(\frac{g_{EM}(t_1)}{g_{WT}(t_0)}\right)
\]

where \(f_{WT}(t)\) and \(f_{EM}(t)\) are the fractions of WT and EM at time point \(t\), re-

Estimating the time to 50% WT

If the percentage WT in the data changes from >50% at the time point \(t_0\) to <50% at the subsequent time point \(t_1\) we estimated the time to 50% WT between \(t_0\) and \(t_1\) using linear interpolation.

One animal (19351) at the KP9 epitope and three animals (19351, 26359, 8244) at the KSA10 epitope did not reach 50% WT by the last measurement, and we used linear extrapolation to estimate the time to 50% WT.

The number of new mutants appearing per day

Low levels of many sequence variants were often present as single copies in the sequencing data, likely due to sequencing error. The probability of
sequencing error is $10^{-4}$ per nucleotide. Because we are analyzing 27–30 bp epitopes, then the probability of at least one error in a sequence is $1 - (1 - 10^{-4})^{27} \approx 0.3\%$. To reduce the risk of including possible sequencing errors as mutants in our analysis, we used a cut-off the threshold of 1% of total virus to analyze the appearance of new mutants. We defined the rate of appearance of new mutants, which we call the increase in mutants, as the number of new mutants appearing per day:

$$m'(t_i, t_{i+1}) = \frac{m(t_{i+1}) - m(t_i)}{(t_{i+1} - t_i)},$$

where $m(t_i)$ is the number of mutants at a frequency >1% in the sequence data at the time point $t_i$. The increase in mutants $m'$ is discrete and takes values within time intervals defined by start and end time points $t_i$ and $t_{i+1}$, respectively. That is, mutants with fraction <1% in the sequence were not taken into account in the values of $m(t_i)$ and $m(t_{i+1})$. For example, when the number of variants at >1% went from two to five in 3 d, this would be an average increase in variants of (5 mutants - 2 mutants)/3 d = 1 mutant per day.

**Statistical analysis**
Data analysis was performed using GraphPad Prism (version 6.01).

**Results**

**Dynamics of epitope-specific CD8+ T cells responding to SIV**

Factors leading to the timing of CTL escape are imperfectly understood. We studied a pigtail macaque SIV infection model where three CTL epitopes are restricted by the same MHC class I allele in 25 macaques. We analyzed serial epitope-specific CD8+ T cell numbers by MHC tetramer and immune escape by deep sequencing. The animals included in the study were collected from a variety of previous vaccination studies, and thus they varied in the initial magnitude of their CTL responses, as well as whether the response was a primary response (in control animals) or secondary response (in vaccinees) (see Supplemental Table I).

We have previously studied the dynamics of immune escape at a well-characterized SIV Gag epitope, KP9 (4, 10). This epitope is recognized by CD8+ T cells through the Mane-A01*084 allele (previously referred to as ManeA*10). These Mane-A01*084–restricted SIV-specific CD8+ T cell responses arise within the first few weeks of infection. The magnitude of the CD8+ T cell response declines after acute infection, in association with immune escape. Fig. 1D shows the kinetics of the epitope-specific KP9-specific CD8+ T cells detected by tetramer analysis in serial blood samples from three representative macaques.

In addition to the KP9 immune response, we have also previously identified and characterized two additional Mane-A01*084–restricted CD8+ T cell responses in SIV-infected pigtail macaques, the Tat KVA10 and Tat KSA10 epitopes (28) (Fig. 1D). As shown, the magnitude of immune response to the three epitopes differed across the animals, with some animals mounting a stronger response to Gag KP9, whereas some responded more strongly to either of the Tat epitopes KVA10 or KSA10. The appearance of immune escape variants by deep sequencing at the three epitopes is shown for three representative animals in Fig. 1E–G, showing that the frequency of the epitope-specific CD8+ T cells changes over time coincidently with the rise and domination of epitope variants. Viral loads are shown in Fig. 1H.

The epitope-specific CD8+ T cells to the three Mane-A01*084–restricted epitopes had quite different kinetics across the 25 macaques, with the KSA10 response peaking substantially later than the other two (Fig. 2A). The later peak of the KSA10-specific CD8+ T cells could arise either because the response was initiated later, or because the response was slow growing. To better characterize the relationship between the appearance of CTLs and escape, we first analyzed the timing of the initial appearance of the epitope-specific CD8+ T cells at the three epitopes (defined as the time when the CD8+ T cell level appeared >0.01% of total CD8). By this criterion, all three responses arose at a similar time in early infection (Fig. 2B). We also investigated using a higher threshold for identifying the start of the response (for example 0.5% of total CD8+ T cells, although other thresholds such as 1% produced essentially the same results). Using this higher threshold we observed a significant delay until the KSA10 response reached this level (Fig. 2C). When we directly estimated the growth rate of the epitope-specific CD8+ T cell numbers to the different epitopes, we observed a significantly slower growth rate of the KSA10-specific CD8+ T cells compared with the response to the other two epitopes (Fig. 2D).

**Immune escape from CD8+ T cell responses**

The generation of CD8+ T cell responses to an epitope is necessary to produce the immune selection pressure required to drive selection of escape mutant virus. However, it is also necessary that there are some viable viral mutants that both escape immune recognition and have sufficient replicative fitness to survive within the host. To study the frequency of different genotypes of the virus over time, we used pyrosequencing of plasma virus quasispecies at the three epitopes at serial time points (see Fig. 1C for an example). One way of characterizing the timing of immune escape is to analyze the time at which the frequency of the wild-type virus drops to 50% of the total viral load. Using this approach, we found that the timing of immune escape varied significantly among the three epitopes studied in a characteristic manner in the different animals (Fig. 2E). The KVA10 epitope usually escaped first (median, 23.22 d), followed by the KP9 epitope (median, 41.79 d) and the KSA10 epitope (median, 71.41 d).

Although the epitopes clearly escape at different times, it is not clear whether this is because of differences in the CD8+ T cell responses or in the time taken for mutation and selection of the viral epitopes themselves.

Previous studies have suggested that the epitope variability or “entropy” may play a significant role in determining immune escape (9). To investigate the role of CD8+ T cell response and viral variability, we used the same approach as in Liu et al. (9) to analyze the time from the detection of the CTL response to the time of 50% escape. Consistent with the differences in T cell kinetics described above, when we analyzed the time from first detection of the epitope-specific CD8+ T cells to an epitope (at 0.01% of total CD8+ T cells) until escape, we saw that escape appeared significantly delayed for the KSA10 epitope (Fig. 2F). However, when we used a higher threshold to define the start of the epitope-specific CD8+ T cell response (0.5%), we found no significant variability between epitopes in the time from epitope-specific CD8+ T cell numbers reaching 0.5% to time of escape (Fig. 2G) (the same was also true for other thresholds, such as 1%). The average time between epitope-specific CD8+ T cells reaching 0.5% and viral escape reaching 50% wild-type was 17.93 ± 5.34 d.

A previous study has also suggested that the time to immune escape is negatively correlated with the number of the epitope-specific CD8+ T cells measured early after infection (9). We also analyzed the relationship between the size of the CD8+ T cell response and the time to escape for the different epitopes. We found a similar negative trend between CD8+ T cell response magnitude and time to escape (although this was only significant for KP9, Fig. 3A–C). However, we also observed a trend for later peaks in the response to have lower magnitudes (Fig. 3D–F), thus significantly confounding the relationship between the magnitude of peak and the time of escape.

**Variable patterns of CD8+ T cell escape**

In addition to the difference in timing of escape between the three epitopes, they also differ substantially in the patterns of escape...
mutant strains observed. The KP9 epitope characteristically escapes through a lysine to arginine mutation at position 165 of the Gag protein (K165R mutation), and this mutant completely replaced the wild-type virus in 21 of 25 animals. Replacement of wild-type virus by an alternative mutation (P172S) is also seen in a much smaller proportion (3 of 25) of animals. One animal (517) did not escape at KP9. The two Tat epitopes show a much broader diversity of observed escape mutations, with different animals developing different escape mutations, and multiple variants present within each animal. Unlike the KP9 epitope, where one variant rapidly progressed to fixation, the frequency of individual mutants at the KSA10 and KVA10 epitopes fluctuated over time, with waves of different mutants dominating for a time and then declining in frequency (shown in the examples in Fig. 1F and 1G).

**FIGURE 1.** Summary of experimental approach. (A) SIVmac251 infection of pigtailed macaques and typical blood sampling intervals after infection. (B) Example of flow cytometric analysis of CTL responses in blood. CD3⁺CD8⁺ lymphocytes were stained with Mane-A01*084 tetramers folded around the KP9, KSA10, or KVA10 epitopes in animal 508. (C) Sample of analyzed plasma SIV sequences across the KP9 epitope over time after SIV infection in animal 508. The total number of sequences for different days was between 500 and 1000, and the numbers represent percentages of total. (D) Examples of the frequency of epitope-specific CD8⁺ T cells to three epitopes in three animals over time after SIV infection. (E-G) Examples of frequencies of epitope variants in three animals. Black line represents wild-type and colored lines represent frequencies of different strains >1%. (H) Total viral load over time in three animals.
To compare the diversity of mutations seen in the three epitopes, we analyzed the number of different mutations that were seen across all the different animals. To avoid counting potential sequencing errors, we counted only strains that were present at 1% of the total sequences at a given time point. This showed the remarkably small number of escape mutant strains seen at KP9, with the dominant K165R mutation seen at 1% in 24 of 25 animals and the P172S mutant seen at 1% in 13 of 25 animals. However, other than these mutations, only one other mutation was seen in 20% of animals, and only 20 different mutants ever achieved a frequency of 1% in any animal at any time point (Fig. 4A). The diversity of mutants at the KV A10 and KSA10 epitopes was much higher by comparison. Both epitopes had mutations seen in all animals (two for KV A10, one for KSA10). Similarly, KVA10 had a total of 18 mutations present in 20% of animals and a total of 98 mutations seen overall (Fig. 4B). KSA10 had 16 mutations present in 20% of animals and 93 mutations seen overall (Fig. 4C). Thus, it appears that there is much more variability in

**FIGURE 2.** Differences in timing of epitope-specific CD8+ T cells and escape across epitopes (statistics using one-way ANOVA with multiple comparisons posttest). (A) Time to peak epitope-specific CD8+ T cells is significantly longer for KSA10 epitope. (B) There is no difference across epitopes in the time in which CD8+ T cells specific for each epitope reached 0.01% of total CD8 T cells. (C) CD8+ T cells specific to KSA10 epitope take significantly longer time to reach 0.5% of the total. (D) Growth rate of CD8+ T cells specific to KSA10 is significantly slower than the growth rates of CD8s specific to the other epitopes. (E) Time from challenge to 50% wild-type differs significantly across epitopes: KVA10 on average escapes first, followed by KP9 and finally by KSA10. (F) Time from epitope-specific CD8+ T cells reaching 0.01% of total to viral population reaching 50% of wild-type in plasma is significantly longer for KSA10. (G) Time from epitope-specific CD8s reaching 0.5% of total to viral population reaching 50% wild-type in plasma does not differ significantly across epitopes. In all panels, solid symbols represent control animals and open symbols represent vaccinated animals.

**FIGURE 3.** The association between the epitope-specific CD8+ T cell response magnitude and time to escape suggests that higher response leads to earlier escape (A–C) [only significant for KP9 (A), by Spearman correlation]. However, the epitope-specific CD8+ T cell response magnitude is also associated with time to peak of tetramer+CD8+ T cells (D–F) (although this is not significant), confounding the analysis. In all panels, solid symbols represent control animals and open symbols represent vaccinated animals.
the KVA10 and KSA10 epitopes than in the KP9 epitope, even though it is the KSA10 epitope that escapes slowly. This is somewhat surprising given that the KP9 epitope escapes with a similar delay as for the highly variable KSA10 epitope, measured from the time CD8+ T cell response reaching 0.5% to when escape is observed.

Variability of SIV epitopes in Mane-A01*084− animals

The restricted pattern of escape at the KP9 epitope may have arisen because of a very conserved protein structure at this epitope, limiting the mutations that would be tolerated, or because the T cell repertoire responding to KP9 was sufficiently promiscuous to cross-recognize many of the alternative possible mutations (29). To understand the inherent variability of the epitope, we analyzed the sequence evolution of these epitopes in 28 Mane-A01*084− animals that had been infected with the same SIVmac235 virus stock (Supplemental Table II) as controls. The viral sequences from these animals were examined using Illumina sequencing from plasma virus obtained in chronic infection. We did not see any common escape mutations in any of the 28 Mane-A01*084− animals. Comparing the number of unique mutations observed at >1% of the viral sequences in any animal, we found only one amino acid mutation and five silent nucleotide mutations at the highly conserved KP9 epitope (Fig. 4D). Consistent with the variability in Mane-A01*084− animals, we found a much higher number of variants at the other epitopes. We found six amino acid plus five silent nucleotide mutations in the KVA10, and eight amino acid plus one silent nucleotide change at the KSA10 epitope. In summary, there was minimal variation across all three epitopes, although the variation was slightly higher in KVA10 and KSA10 (Fig. 4D). This higher level of amino acid mutations suggests that even in Mane-A01*084− animals the KVA10 and KSA10 epitopes are able to tolerate a wider variety of mutations than does the KP9 epitope.

Rapid but transient emergence of multiple mutants

The analysis above demonstrates the wide variety of mutants that were observed in the different animals, particularly for the KVA10 and KSA10 epitopes. However, it is not clear whether this wide variety of mutants arose owing to a slow rate of generation of mutants during a long period of chronic infection, or whether these mutations are rapidly produced during infection. The highly restricted and stereotyped nature of immune escape at the KP9 epitope may suggest that perhaps individual animals adopted a particular escape mutation (K165R in 21 of 25 animals or P172S in 3 of 25 animals) simply because this was the only mutation that arose in these animals. However, our pyrosequencing data showed presence of the minor P172S mutant at low frequency, even in animals where K165R eventually dominated. Thus, the P172S mutation was seen in 18 of 25 animals at some time during infection and dominated at the last time point in 3 of these. However, in 11 of 18 animals in which the P172S mutation was present at >1%, the frequency of the P172S mutation peaked in frequency right at the peak of escape (just after the time when the wild-type strain dropped to 50% in the sample, Fig. 1E). That is, even in animals in which the K165R mutation was rapidly replacing wild-type virus, the P172S mutation was present right at the peak of escape. Using a permutation approach, we found that the co-occurrence of these two events in 11 of 18 animals is extremely unlikely by chance ($p < 10^{-5}$), showing that the timing of co-occurrence of the K165R and P172S mutations is closely aligned.

In addition to the K165R and P172S mutations at KP9, there were also several other minor mutants observed. To analyze the dynamics of these minor variants during immune escape, we looked at the number of variants present at >1% of the total virus in three stages of escape: 1) pre-escape, a time interval before escape when the fraction of wild-type virus was >90%; 2) escape, a time interval when wild-type virus is <90% but >1%; and 3) post-escape, a time interval after escape when the fraction of wild-type becomes <1% (disappears in terms of our chosen threshold). Fig. 5A shows that the number of KP9 epitope variants observed in the viral quasispecies peaked right in the middle of escape.

We also investigated whether the “burst” of different mutants observed at the peak of escape in KP9 was also seen in the other two epitopes. Both the KVA10 and KSA10 Tat epitopes showed a transient rapid expansion in the number of epitope variants observed just around the time of escape (Fig. 5B, 5C), decreasing in the post-escape period (as one escape mutant became dominant). Taken together, these results demonstrate that immune escape does not occur as a simple process of individual mutations arising slowly and sequentially over time. Instead, the coordinated emergence of multiple escape variants during the peak of escape suggests that these variants must have been present in the viral quasispecies at around the same time and selected together by the epitope-specific CD8+ T cell response.

The fact that multiple mutants were seen at the peak of the response suggests strongly that the variants must have been present in a narrow window of time to be selected together. However,
FIGURE 5. Many mutants arise around the time of escape. The number of mutants at a given epitope that are present at >1% are shown at different times relative to the time of immune escape for the Gag KP9 (A), Tat KVA10 (B), and KSA10 epitopes (C). Pre-escape is the period during which the percentage wild-type was >90%; escape is the period with the percentage wild-type between 90 and 1%; and post-escape is the period with the percentage wild-type lower <1%. In (A), the data for a large proportion of animals coincide.

because the immune pressure may have been present for some time before we observe escape, it is in principle possible that this gives time for a number of different mutants to be produced slowly and sequentially over time, rather than them being already present (or produced in rapid succession) in the viral quasispecies. Thus, we might speculate that if viral mutants are produced slowly over time, then the longer it takes to escape, the more mutants we expect to arise during the time of escape selection, and thus should be seen in our study. Therefore, we might predict that the number of mutants observed would increase when the rate of escape was slower, as slow escape would give more time for mutants to arise. Alternatively, if mutants are already present, then we might expect that the rate of emergence of mutants would be positively correlated with the overall escape rate, because faster selection gives less replication cycles in which to select for only the “fittest” virus. The latter appears to be the case, as the rate of immune escape (suppression of wild-type virus) is positively correlated with the peak rate of increase in the number of mutants (Fig. 6). The KP9 epitope shows the trend of increase in the peak number of new mutants with the increase in the escape rate, but because of the small number of mutant strains present (one or two) the noise in the data prevents it from reaching significance. In the more variable Tat epitopes KVA10 and KSA10 the correlation was highly significant. These results demonstrate that a wide variety of mutants can be selected very rapidly, and thus must either pre-exist in the viral quasispecies or emerge extremely rapidly during infection.

Discussion
For immune escape to be observed, a number of events must occur. First, there must be a sufficient level of immune pressure on the wild-type sequence so that an escape mutant can enjoy a selective advantage. However, the benefits of reduced immune recognition are often counterbalanced by a “fitness cost” of the escape mutation, because of reduced replicative fitness (10). The net selective advantage of escape will be the balance of this reduced recognition and reduced replicative fitness. Thus, the number of potentially viable escape mutations at a given epitope will be constrained by both viral and immune factors. On the viral side, epitopes in a highly conserved region of the virus may pay a high fitness cost of mutation, meaning that only a few mutations are potentially viable. On the immune side, the T cell response may cross-recognize some potential escape mutants, reducing their selective advantage (29). Therefore, the number of possible escape mutants may vary considerably between epitopes. Additionally, the probability of generating any given amino acid variant through mutation may also vary, depending on the underlying gene sequence.

The different steps in immune escape discussed above contribute to a high variability in the timing of immune escape between individuals in both HIV and SIV infection. This is most likely driven by one of two possible mechanisms, that is, either 1) delayed escape may be the result of the time taken for immune and other selective pressures to arise and select out appropriate variants, or 2) delayed escape may be a result of the time taken for the initial escape mutation to arise in the viral population (Fig. 7). In the former case, the kinetics of the immune response will be the major determinant of when immune escape will occur. In the latter case, the inherent conservation or variability of the viral sequence at an epitope will determine when escape occurs. Through our detailed study of immune escape across three epitopes that differ widely in their variability in SIV-infected macaques we found that, once the kinetics of the immune response have been taken into account, escape occurs with similar delay after the appearance of immune response. Specifically, after the epitope-specific CD8+ T cell numbers reached a threshold close to 0.5% of total CD8+ T cells, escape followed after on average 18 d. This delay did not appear to be strongly affected by whether the animals had been previously vaccinated (and thus whether the response was a primary or secondary response), because similar delays were observed in previously vaccinated and unvaccinated animals (Fig. 2).

The escape rates reported for HIV are usually much slower than in SIV (30, 31). The reason for slower observed escape may be because of late diagnosis in most cases (as escape rates slow down in time) (4) and infrequent sampling. Indeed, when escape is detected very early in HIV infection and with more frequent sampling, the observed escape rates (3) are closer to those seen in SIV infection of macaques (10). The impact of epitope variability on the timing of immune escape has also been investigated in HIV (9, 32). There are a number of clear differences between these studies of HIV and our studies of SIV. SIV allows challenge with a standard stock of virus, and thus escape mutation occurred on a similar viral backbone in the different animals (notwithstanding recent mutations occurring after challenge). Additionally, we studied escape at three epitopes restricted through the same MHC class I allele, which further reduces variability within the system. This allowed us to observe the broad diversity of escape patterns at individual epitopes, occurring on the same viral backbone, across a large number of animals. Our quantification of the underlying variability of the epitopes (in the absence of immune
recognition) also differed. We analyzed the degree of mutation seen in the epitope in animals infected with the same virus but lacking the appropriate MHC. In contrast, epitope variability in humans is usually determined by reference to the number of variants seen in the HIV sequence database, which contains often consensus sequences from a very diverse population of hosts and viruses. Finally, our definition of time to escape also differed. We aimed to separate the timing of the immune response from the delay from immune response to escape. Thus, we measured time from the epitope-specific CD8⁺ T cell response reaching 0.5% until escape.

Previous studies of the emergence of drug-resistant mutations (33–37) and immune escape mutations (38) have speculated on the question of “pre-existence” of drug resistance, that is, whether drug-resistant mutants exist in the viral population before treatment or arise during the course of therapy (35–37). In principle, one could sequence all viral mutants to find the frequency of different point mutations prior to therapy (and indeed one would expect to find a very large number of variants owing to the high error rate of viral reverse transcriptase). However, in practice the frequency of sequencing error may exceed the frequency of the mutants themselves in vivo (39). Therefore, we require alternative methods of determining pre-existence of minor variants. Our approach of identifying the temporal emergence of multiple minor mutants during immune escape demonstrates not only that minor mutants are present, but that they are also selected during immune escape. The fact that so many minor epitope mutants are present may indeed not be surprising. The large population size of HIV within the infected individual and the high mutation rate of HIV and SIV mean that many single point mutants are present at very low levels. However, previous studies have suggested that the entropy of an epitope may determine the timing of escape (9, 40), and there is some debate over whether the census population size (number of virions in the host) or the effective population size of HIV is the more appropriate population to consider when estimating the diversity of variation expected (as reviewed in Ref. 41).

Our studies show that, at the time of initial escape, there are a variety of different potential mutants vying for dominance. The fact that these multiple variants are observed synchronously is not consistent with delayed escape being due to the long time until the initial generation of escape mutation. It suggests that multiple escape variants were all simultaneously present or rapidly generated during the period of selection for escape. Additionally, our work demonstrates that the time between immune response and viral escape does not differ significantly between a highly constrained epitope (KP9) and much more variable epitopes (KSA10 and KVA10) (Figs. 2, 4). Taken together, these results suggest that rapid escape occurs regardless of the degree of conservation of the viral sequence, likely because mutants are generated so rapidly in SIV.

Viral escape from CD8⁺ T cell immune responses poses a significant challenge for the development of T cell–based vaccines. If viral mutation can simply avoid vaccine-induced responses, this may lead to loss of immune control of virus in an individual host, and potentially the spread of vaccine-resistant virus in the population. One solution to this is the targeting of highly conserved epitopes, where the virus is relatively constrained. The KP9 epitope would appear ideal from this perspective, as we observe only a few possible escape variants seen in animals responding to this epitope, and very little variability among nonresponder animals.


