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A Computational Model for Early Events in B Cell Antigen Receptor Signaling: Analysis of the Roles of Lyn and Fyn

Dipak Barua,* William S. Hlavacek,*†‡ and Tomasz Lipniacki§

BCR signaling regulates the activities and fates of B cells. BCR signaling encompasses two feedback loops emanating from Lyn and Fyn, which are Src family protein tyrosine kinases (SFKs). Positive feedback arises from SFK-mediated trans phosphorylation of BCR and receptor-bound Lyn and Fyn, which increases the kinase activities of Lyn and Fyn. Negative feedback arises from SFK-mediated cis phosphorylation of the transmembrane adapter protein PAG1, which recruits the cytosolic protein tyrosine kinase Csk to the plasma membrane, where it acts to decrease the kinase activities of Lyn and Fyn. To study the effects of the positive and negative feedback loops on the dynamical stability of BCR signaling and the relative contributions of Lyn and Fyn to BCR signaling, we consider in this study a rule-based model for early events in BCR signaling that encompasses membrane-proximal interactions of six proteins, as follows: BCR, Lyn, Fyn, Csk, PAG1, and Syk, a cytosolic protein tyrosine kinase that is activated as a result of SFK-mediated phosphorylation of BCR. The model is consistent with known effects of Lyn and Fyn deletions. We find that BCR signaling can generate a single pulse or oscillations of Syk activation depending on the strength of Ag signal and the relative levels of Lyn and Fyn. We also show that bistability can arise in Lyn- or Csk-deficient cells. The Journal of Immunology, 2012, 189: 000–000.

The BCR is responsible for Ag recognition and Ag-induced proliferation and differentiation of mature B cells (1). The BCR is a multimeric protein composed of membrane Ig and CD79, a heterodimer of transmembrane disulfide-linked signaling chains, Ig-α (CD79A) and Ig-β (CD79B). The membrane Ig subunit recognizes intact extracellular Ags, and the Ig-α/β heterodimer interacts with signaling proteins. The intracellular tails of Ig-α and Ig-β each contain an ITAM (2). These ITAMs each contain two conserved tyrosine residues, which are substrates of Src-family protein tyrosine kinases (SFKs) and Syk (3–5). In immunoreceptor signaling, ITAM phosphotyrosines serve as docking sites for single Src homology (SH) 2 domains in SFKs and pairs of tandem SH2 domains in SFKs (2). Syk and SFKs, Lyn and Fyn in particular, play important roles in early BCR signaling (6, 7), as described below.

BCR signaling (8) is initiated by interaction of the receptor with an Ag, which leads to phosphorylation of ITAM tyrosines by Lyn and Fyn, which are each tethered to the inner leaflet of the plasma membrane (7). The unique domains of Lyn and Fyn interact weakly and constitutively with the unphosphorylated Ig-α ITAM (9). Phosphorylated ITAMs interact more strongly with the SH2 domains of Lyn and Fyn. Thus, ITAM phosphorylation recruits Lyn and Fyn to receptors (9), which enables activated receptor-dependent trans phosphorylation of the activation-loop tyrosines Y397 and Y420 in receptor-bound Lyn and Fyn, respectively (10, 11). (The numbering of these residues is the same in mouse and human.) A SFK bound at its SH2 domain or phosphorylated at an activation-loop tyrosine has elevated kinase activity (12). The doubly phosphorylated Ig-β ITAM is recognized by the tandem SH2 domains of cytosolic Syk (13). Recruitment of Syk to receptors increases the kinase activity of Syk in two ways. First, Syk kinase activity increases when the SH2 domains of Syk are bound to a doubly phosphorylated ITAM (4, 14). Second, the kinase activity of Syk increases when activation-loop tyrosines (Y519 and Y520 in mouse, and Y525 and Y526 in human) are autophosphorylated (13, 15, 16).

BCR signaling encompasses two feedback loops that are initiated by SFKs. A positive feedback loop is initiated upon phosphorylation of the Ig-α ITAM tyrosines. Phosphorylation of these tyrosines has a positive effect on the kinase activities of Lyn and Fyn (3, 9), as discussed above. A negative feedback loop is initiated upon SFK-mediated phosphorylation of the transmembrane adapter protein PAG1 (phosphoprotein associated with glycosphingolipid-enriched microdomains). PAG1 is also called Cbp (Csk-binding protein). The SH3 domains of Lyn and Fyn constitutively associate with proline-rich sequences (PRSs) in PAG1 (17–19). PAG1-associated Lyn and Fyn cis phosphorylate tyrrosines in PAG1, which serve as docking sites for the SH2 domains of Lyn, Fyn, and Csk, a cytosolic protein tyrosine kinase that negatively regulates SFKs (17–19). The SH2 domain of Lyn docks at phosphorylated tyrosine (pY) 386 or pY414 in mouse (pY387 or pY417 in human), and the SH2 domain of Fyn docks at pY165 or pY183 in mouse (pY163 or pY181 in human). Csk docks at pY314 in mouse (pY317 in human). At the plasma membrane, Csk phosphorylates the C-terminal regulatory tyrosines of Lyn and Fyn, Y508 and Y531 (20). (The numbering of these residues is the same in mouse and human.) The phosphor-
ylated C-terminal regulatory tyrosine of a SFK can intramolecularly bind to the SH2 domain of the SFK, contributing to the assembly of an autoinhibited configuration of the protein’s domains, which is marked by lowered kinase activity (20, 21).

BCR signaling involves feedback loops in addition to those discussed above, such as SFK-mediated phosphorylation of CD22 and recruitment of the phosphatase SHP-1 to the membrane (22). Interestingly, Syk, like Lyn and Fyn, may also initiate both negative and positive feedback loops. Because Syk is capable of phosphorylating both ITAM tyrosines, a positive feedback loop similar to that initiated by SFKs can in principle be initiated by Syk (6). Syk initiates a negative feedback loop by catalyzing phosphorylation of S197 in Ig-α (23). However, in this study, we will not consider CD22-initiated, Syk-initiated, or other feedback loops further, and our focus will be on the roles of Lyn and Fyn in the positive ITAM- and negative PAG1/Csk-mediated feedback loops discussed earlier.

The relative contributions of Lyn and Fyn to BCR signaling are poorly understood. Lyn and Fyn appear to function somewhat redundantly, in that these two proteins have many common binding partners and substrates. However, deletion of the kinases suggests that they have distinct roles in BCR signaling (24) as well as in signaling by FceRI, the high-affinity receptor for IgE Ab (25). Lyn acts both as a positive and negative regulator of BCR and FceRI signaling (24–31). Early responses to BCR cross-linking are delayed in Lyn-deficient cells (24, 28, 29), but Lyn-deficient B cells eventually exhibit hyperresponsive proliferation and calcium signaling (27–29). In contrast, Fyn acts strictly as a positive regulator of BCR and FceRI signaling (24, 25). Fyn deletion results in impaired proliferation of B cells (24). In bone marrow-derived mast cells (BMMCs), Fyn deletion impairs FceRI-mediated degranulation, whereas Lyn deletion enhances degranulation (25).

One possible mechanistic reason for the differential effects of Lyn and Fyn deletion may be in the way that Lyn and Fyn interact with PAG1. Lyn and Fyn have different SH3 and SH2 domain binding sites in PAG1 (17–19). The SH2 and SH3 docking sites for Fyn are more closely spaced (26 aa) than those for Lyn (123 aa) (17–19). The close spacing of the Fyn docking sites in PAG1 may impose steric constraints on Fyn that are absent for Lyn and explain differential phosphorylation of PAG1 by Lyn and Fyn. It has been reported that Lyn alone accounts for 67–92% of PAG1 phosphorylation in response to FceRI activation in BMMCs (30).

In this study, to elucidate the dynamical consequences of the two SFK-mediated feedback loops discussed above and to investigate Lyn and Fyn redundancy, we develop and analyze a mechanistic model for early events in BCR signaling. In the model, we incorporate six signaling proteins, as follows: BCR, Lyn, Fyn, Csk, PAG1, and Syk. We formulate the model using the rule-based modeling approach, which is convenient when one is interested in tracking the site-specific details of protein–protein interactions (32). The rules of the model, which formally represent molecular interactions, are specified using the BioNetGen language (BNGL) (33, 34). BioNetGen (33, 34) is then used to obtain the biochemical reaction network and corresponding ordinary differential equations (ODEs) for mass-action kinetics implied by the rules. The well-mixed mass-action kinetics of this network are characterized by 1,122 ODEs. Despite this large number of ODEs, a consequence of combinatorial complexity (35, 36), there are essentially only 25 parameters in the model, which reflects a coarse graining of the reaction kinetics introduced by the rule-based modeling approach. Our model is consistent with known effects of Lyn and Fyn deletion on BCR signaling. Deletion of Lyn in the model results in delayed but enhanced Syk activation, whereas deletion of Fyn impairs Syk activation. In the model, Lyn and Fyn differ in regulation of PAG1–Csk interaction. Lyn is also taken to have lower kinase activity than Lyn. These differences are sufficient to explain the distinct consequences of Lyn and Fyn deletion. The model shows that BCR signaling can produce a variety of dynamical responses to an Ag signal; single and repeated pulses (relaxation oscillations) of Syk activation or sustained Syk activation can be produced in response to an Ag signal, depending on the strength of the signal and the relative expression levels of Lyn and Fyn. A bifurcation analysis reveals that bistability can arise if autoinhibition of Lyn is alleviated, as in Lyn- or Csk-deficient cells.

**Materials and Methods**

We formulated a rule-based model for early events in BCR signaling. The rule-based modeling approach has been described elsewhere in detail (32, 34), but, for completeness, before presenting our model, we will briefly discuss the key concepts of rule-based modeling and BNGL, which we used to specify our model.

**Rule-based modeling**

The BCR pathway, like other cell signaling systems, is marked by combinatorial complexity, which arises because a typical signaling protein contains multiple binding sites and/or sites of posttranslational modification (35, 36). The combinatorial complexity is problematic for traditional modeling approaches, which require an explicit specification of all possible reactions in a system, or the equivalent. For a system marked by combinatorial complexity, there is a large number of possible reactions, and manual and explicit specification of these reactions is impractical, if not impossible. The rule-based approach overcomes the problem of combinatorial complexity by assuming that interactions are modular (32, 34).

A rule-based model is specified using graphs and graph-rewriting rules. Three types of graphs are used, as follows: molecule-type graphs, chemical species graphs, and pattern graphs. Molecule-type graphs define the types of proteins in a system, their components, and the possible internal states of components. Internal states are abstractions useful for representing properties such as conformation, posttranslational modification status, and compartmental location. Chemical species graphs are instances of molecule-type graphs or connected sets of such graphs. The vertices of a graph represent protein components (e.g., linear motifs, domains, and sites of phosphorylation), and variable vertex attributes define internal states of protein components. Pattern graphs, which are subgraphs of chemical species graphs, appear in rules. A rule provides a definition of a transformation, contextual constraints on when this transformation can occur, and a rate law. A rule has two sides. On the left-hand side, the properties of reactants are identified by a set of pattern graphs. If a pattern graph on the left-hand side of a rule matches multiple chemical species graphs, the rule defines multiple reactions. A set of pattern graphs also appears on the right-hand side of a rule. The difference between the left-hand and right-hand sides defines a transformation. The rate law associated with a rule is assigned to all reactions implied by the rule. Thus, a rule provides a coarse-grained characterization of the kinetics of a class of reactions.

BNGL allows molecule-type graphs and rules to be encoded in plain text (34). BNGL is compatible with a variety of software tools (33, 34, 37–43).

Examples of molecule-type graphs are $A(x, y_0, 1)$ and $B(z)$, where $A$ and $B$ are the names of two proteins, $x$ and $y$ are the names of components of $A$, and $z$ is the name of a component of $B$. Note that component $x$ has possible internal states, which are represented by the subscripts 0 and 1. An instance of a molecule-type graph, such as $A(x, y_0)$, is a chemical species graph. A set of connected instances of molecule type graphs is a complex. An example of a complex is $A(x, y_0)B(z)$. In this example, the sharing of the superscript 1 indicates that $A$ and $B$ are connected via a bond between $x$ and $z$. The period between $A$ and $B$ indicates that $A$ and $B$ are connected.

For the purpose of presenting an example of a BNGL-encoded rule, let us consider a rule that implicitly defines bimolecular association reactions that produce the complexes $A(x, y_0)B(z)$ and $A(x', y_0)B(z')$: $A(x) + B(z) = A(x')B(z')$. On the left-hand side of this rule, the pattern graph $A(x)$ identifies any chemical species containing a molecule of $A$ with component $x$ free as a reactant, and the pattern graph $B(z)$ identifies free $B$ as a reactant. The two pattern graphs $A(x)$ and $B(z)$ are separated by a plus sign, which indicates that the pattern graphs must match distinct chemical species graphs. The difference between the right-hand and left-hand sides of the rule defines a transformation, namely, addition of a bond between $x$ and $z$. 

$$
A(x, y_0, 1) + B(z) \rightarrow A(x')B(z')
$$
The pattern graph $A(s)$ matches multiple chemical species graphs, including $A(c_{12}^6)$ and $A(c_{12}^3)$. Thus, this rule defines at least two reactions, each of which is assigned a common rate law. For mass-action kinetics, the rate law associated with a rule can be specified by simply providing a single-site rate constant ($k_{ij}$). This parameter multiplies rate constants for activated receptor-dependent phosphorylation reactions in which receptor-bound SFKs and Syk mediate phosphorylation of other receptor-bound kinases and the Ig-α/β ITAMs. In short, setting $c = 0$ makes receptor-bound kinases inactive, and setting $c > 0$ makes these kinases active in proportion to the value $c$. This approach is partly inspired by recent, related modeling studies (47, 48). It should be noted that there may be a threshold effect of $c$ on the magnitude of the effects of Syk interaction with BCR that impact signaling, which may in- clude Ag-induced receptor conformational changes and regulatory tyrosines of SFKs colocalized on PAG1 (arrows 24 and 25). As a simplification, we take the kinetics of these processes to be characterized by first-order rate laws with rate constants $p_1$ and $p_2$. We assume that the rate constant for assembly is large relative to that for disassembly, such that SFKs are predominantly autoinhibited in the absence of an Ag signal. For $p_2 = 10 s^{-1}$ and $p_3 = 3 \times 10^{-5} s^{-1}$ (Table I), 80% of SFKs are autoinhibited in the basal state.

### Reversible SFK autoinhibition

Assembly and disassembly of the autoinhibited conformation of a SFK involve the SH2 and SH3 domains of the SFK (54). As a simplification, we take the kinetics of these processes to be characterized by first-order rate laws with rate constants $p_1$ and $p_2$. We assume that the rate constant for assembly is large relative to that for disassembly, such that SFKs are predominantly autoinhibited in the absence of an Ag signal. For $p_2 = 10 s^{-1}$ and $p_3 = 3 \times 10^{-5} s^{-1}$ (Table I), 80% of SFKs are autoinhibited in the basal state.

### Reversible SFK unique domain–Ig-α binding

We expect interaction of the unique domain of Lyn or Fyn with Ig-α to be characterized by a low affinity and short lifetime (55, 56). We set the forward rate constant, $p_{01}$, to a value that yields a low affinity and short lifetime. For $p_{01} = 0.018 \text{M}^{-1} s^{-1}$ and $p_3 = 0.01 \text{s}^{-1}$ (Table I), only a small number of receptor–SFK complexes is present in the basal state.

### Reversible SFK SH2 domain–Ig-α ITAM pY binding

The forward and reverse rate constants for SFK SH2 domain–Ig-α ITAM pY binding should yield an affinity that is higher than that for unique domain binding to unphosphorylated Ig-α (10). We set the forward rate constant, $p_{01}$, to $1.8 \text{M}^{-1} \text{s}^{-1}$ (Table I). Recall that the separate tyrosines in the Ig-α ITAM are lumped together in the model as a single site, which has three different phosphorylation states (unphosphorylated, singly phosphorylated, and doubly phosphorylated). Thus, we consider two reverse rate constants: one for dissociation from a singly phosphorylated Ig-α ITAM, $p_{31}$, and the other for dissociation from a doubly phosphorylated Ig-α ITAM, $p_{41}$. We set $p_{31} = 0.3 \text{s}^{-1}$ and $p_4 = 0.1 \text{s}^{-1}$ (Table I). The values of $p_{01}$ and $p_3$ given in Table I are consistent with earlier estimates of similar parameters (56) and measured affinities for Src SH2 domain–pY interactions (58).

### Reversible Syk–Ig-β binding

Syk–Ig-β interaction involves both SH2 domains of Syk and both phosphotyrosine docking sites of the Ig-β ITAM (59). Two-point attachment of Syk to Ig-β is destabilized by phosphory- lation of the N-terminal region of Syk (60). The effective rate constant for dissociation from a doubly phosphorylated Ig-β ITAM, $p_{10}$, is $0.3 \text{s}^{-1}$ (Table I). These values were chosen so that $p_{10} / p_{11}$ is much less than $p_0 / p_2$, because an isolated Syk-family kinase SH2 domain binds a single ITAM phosphotyrosine with much lower affinity than a SFK SH2 domain (61). With this approach, we are essentially assuming that including an attachment of Syk to two unphosphorylated and two doubly phosphorylated forms of an ITAM, Receptor-bound Syk is allowed to transphosphorylate the activation-loop tyrosines of a second copy of receptor-bound Syk (arrows 18), which increases the catalytic activity of Syk (13, 49). As a simplification, the two tyrosines in the activation loop of the Syk kinase domain are lumped together and treated as a single site in the model. In the interactions involving PAG1 remainder of $c$ is in the absence of signaling. However, it should be noted that these interactions are af- fected by receptor-mediated signaling because PAG1 is phosphorylated to a greater extent when an Ag signal leads to activation of SFKs.

### Parameters

Estimates for parameters that characterize the processes captured in the model are summarized in Table I. These estimates are based on the con- siderations discussed below. Parameter values in Table I are given in the unit system recommended by Faeder et al. (34), whereas parameter values mentioned below are given in customary units.

- **Protein copy number:** For simplicity, we assume that all six proteins, BCR, Lyn, Fyn, Csk, PAG1, and Syk, are expressed at the same level. Thus, the copy number of each protein is given by a single parameter, $p_1$. We assume $p_1 = 3 \times 10^8$ molecules per cell (Table I), a reasonable BCR copy number for a murine B cell line (50). This copy number corresponds to a cyto- plasmic concentration of $5 \mu M$ for a cytoplasmic volume of $0.1 \text{pl} (= 100 \mu M^3)$ (51), which is consistent with a cell diameter of $7 \mu M$ (52) and 50% of the total cell volume being cytoplasmic (53).

### Model

The model is illustrated in Fig. 1, which is an extended contact map drawn in accordance with the conventions of Chylek et al. (44). The model incorporates six signaling proteins, as follows: BCR, Lyn, Fyn, Csk, PAG1, and Syk. These proteins and their components are each depicted in Fig. 1 as a set of nested boxes. For example, the leftmost set of nested boxes in Fig. 1 represents Lyn and the four functional domains of Lyn, as follows: the unique, SH3, SH2, and kinase domains. There are 25 numbered arrows in Fig. 1, each of which corresponds to an interaction and a set of BNGL-encoded rules. Each rule provides a formal representation of an interaction in a particular context and implies a number of distinct chemical reactions. A total of 24,388 unidirectional reactions involving 1,122 chemical species is implied by the BNGL-encoded rules illustrated in Fig. 1. The number of chemical species reflects the large number of ways that the proteins con- sidered in the model can interact to generate distinct protein phosphorylation and protein complexes. The complete model specification, in the form of a BioNetGen input file, is given in Supplemental Listing 1A. Supplemental Listing 1B, an M-file (or .m file), provides the 1,122 ODEs that charac- terize the mass-action kinetics of the network implied by the rules of Supplemental Listing 1A. The M-file can be processed by MATLAB (The MathWorks, Natick, MA), a widely used software package for scientific computing. Supplemental Listing 1B was generated using BioNetGen (34). Supplemental Listing 1C provides instructions for generating the reaction network implied by the rules of Supplemental Listing 1A in SBML format, a standardized format for the exchange of models (45).

Below, we give a brief summary of the interactions considered in the model. For simplicity, we assume that there is no phosphorylated BCR or receptor-mediated signaling in the basal state, that is, in the absence of an Ag signal. In the basal state, the SFKs are predominantly autoinhibited (21), which requires phosphorylation of their C-terminal regulatory tyrosines, indicating that Csk must have sufficient kinase activity to overcome phosphatase activity, which we take to be constant, meaning Ag inde- pendent. Therefore, in the model, we allow interactions among Lyn, Fyn, Csk, and PAG1 in the basal state that serve to recruit Csk to the plasma membrane, where Csk is allowed to phosphorylate Lyn and Fyn. In Fig. 1, intramolecular interaction between the phosphorylated C-terminal regula- tory tyrosine of a SFK and its SH2 domain is represented by arrow 3 for Lyn and by arrow 11 for Fyn. An autoinhibited SFK is taken to have no interactions with other proteins. A SFK not in the autoinhibited state is allowed to constitutively associate with unphosphorylated Ig-α ITAM via its unique domain (9). The interactions of the unique domains of Lyn and Fyn with Ig-α ITAM are represented by arrows 1 and 9 in Fig. 1. A SFK that is neither autoinhibited nor in complex with a receptor or PAG1 is allowed to phosphorylate the activation loop of a second SFK (arrows 6, 7, 14, and 15). This tonic signaling is assumed to arise from random colli- sions. Each SFK is allowed to associate with a distinct PRS in PAG1 via its SH3 domain (arrows 19 and 21) and with a distinct pair of phosphotyros- ones in PAG1 via its SH2 domain (arrows 20 and 22). As a simplification, we lump the two phosphotyrosines of each pair together in the model. A SFK phosphorylated in its activation loop is allowed to cis phosphorylate PAG1 when the SFK is bound to PAG1 (arrows 8 and 16). PAG1 phos- phorylated at Y317 is allowed to interact with the SH2 domain of Csk (ar- row 23). PAG1-associated Csk is allowed to cis phosphorylate the C-terminal regulatory tyrosine of its co-localized SFKs (arrows 24 and 25).

In addition to the basal protein–protein interactions described above, other interactions, described in the following paragraph, are allowed to occur when BCR signaling is triggered by an Ag signal. Currently, there are several conceptual models for how Ag initiates BCR signaling (46). Capturing the exact mechanism of BCR activation is not critical for our purposes, and so, in the model, we represent the strength of Ag signal as simply a positive constant parameter $c$. This parameter multiplies rate con- stants for activated receptor-dependent phosphorylation reactions in which receptor-bound SFKs and Syk mediate phosphorylation of other receptor- bound kinases and the Ig-α/β ITAMs. In short, setting $c = 0$ makes receptor-bound kinases inactive, and setting $c > 0$ makes these kinases active in proportion to the value $c$. This approach is partly inspired by recent, related modeling studies (47, 48). It should be noted that there may be a threshold effect of $c$ on the magnitude of the effects of Syk interaction with BCR that impact signaling, which may in- clude Ag-induced receptor conformational changes and (re)ordering of receptor spatial positions and configurations within receptor clusters (46).
Ig-β is not essential, because in our model, there is no feedback from receptor-bound Syk to upstream processes, and activated Syk is the most downstream readout of the model.

Reversible SFK SH2 domain–PAG1 pY binding. We assume that attachment of a SFK SH2 domain to a phosphotyrosine in PAG1 from the bulk is the same as attachment of a SFK SH2 domain to a phosphotyrosine in the Ig-α ITAM. Once a SFK is attached to a site in PAG1 via its SH2 domain, it can attach at a second site via a SH3 domain–PRR interaction. For simplicity, we model release of a SFK from PAG1 as a one-step process with an effective rate constant that is less than the rate constant for dissociation of a SFK from a singly phosphorylated Ig-α ITAM: $p_{15} = 1 \text{ s}^{-1}$.

Reversible Csk SH2 domain–PAG1 pY binding. We assume that the SH2 domain of Csk has a lower affinity for its phosphotyrosine binding site in PAG1 than that of a SFK SH2 domain for a phosphotyrosine binding site, which is consistent with the binding data of Wavreille et al. (62). We also assume that recruitment of Csk to PAG1 is relatively slow, so that SFKs have enough time to initiate BCR signaling before being deactivated by PAG1–associated Csk. Thus, we set $p_{16} = 0.018 \mu M^{-1} \text{s}^{-1}$ and $p_{16} = 3 \times 10^{-3} \text{ s}^{-1}$, where $p_{16}$ is the forward rate constant for Csk SH2 domain binding to pY317 in PAG1 and $p_{16}$ is the reverse rate constant.

Reversible SFK SH3 domain–PAG1 PRS binding. SH3 domain–PRS interactions typically have lower affinities than SH2 domain–pY interactions (58). Thus, we assume that SFK–PAG1 binding via SH3 domain–PRS interaction is low affinity and short-lived relative to SFK–PAG1 binding via SH2 domain–pY interaction. This assumption is consistent with the idea that increased SFK kinase activity, resulting in increased phosphorylation of PAG1, is required to initiate negative feedback via recruitment of Csk to PAG1. We set $p_{11} = 0.6 \mu M^{-1} \text{s}^{-1}$ and $p_{11} = 30 \text{ s}^{-1}$, where $p_{11}$ is the forward rate constant for SFK SH3 domain binding to a PRS in PAG1 and $p_{11}$ is the reverse rate constant. These estimates yield an affinity lower than that measured by Solheim et al. (18), but the affinity can still be considered typical for a SH3 domain–PRS interaction (58).

Ring closure. In the model, once a SH2 or SH3 domain of a SFK makes contact with PAG1, the second Src homology domain in the SFK can mediate two-point attachment of the SFK to PAG1. For such an intramolecular ring-closure reaction, we assume a very large rate constant, $p_{12} = 10^{-3} \text{ s}^{-1}$, to reflect the effect of tethering.

Phosphorylation. In the model, we allow a SFK that is neither in the autoinhibited conformation nor in complex with a receptor or PAG1 to catalyze the phosphorylation of a second SFK. Such phosphorylation events are intended to yield a low basal level of SFK phosphorylation, that is, tonic signaling. Accordingly, we assign small rate constants: we set $p_{12} = 6 \times 10^{-6} \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by a partially active SFK (i.e., a SFK that is neither autoinhibited nor autophosphorylated), and we set $p_{12} = 6 \times 10^{-3} \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by a fully active SFK (i.e., autophosphorylated SFK). In contrast, for phosphorylation reactions catalyzed by receptor-bound SFKS, we assign large rate constants: we set $p_{12} = 6 \times 10^{-3} \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by a partially active SFK, and we set $p_{20} = 1.8 \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by a fully active SFK. It should be noted that $p_{12}$ and $p_{20}$ are multiplied by the input parameter $c$, and therefore, the value of $c$ ultimately determines the rates of activated receptor-dependent phosphorylation reactions catalyzed by receptor-bound SFKS. For phosphorylation reactions mediated by a receptor-bound ITAM, we set $p_{23} = 0.18 \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by partially active Syk (i.e., Syk bound to a doubly phosphorylated ITAM but not autophosphorylated), and we set $p_{23} = 18 \mu M^{-1} \text{s}^{-1}$ if phosphorylation is mediated by fully active Syk (i.e., autophosphorylated Syk). It should be noted that $p_{23}$ and $p_{20}$ are each multiplied by $c$. We assume that a cis phosphorylation reaction taking place on PAG1 is effectively a first-order process characterized by a very large rate constant: $p_{30} = 10^{7} \text{ s}^{-1}$.

Dephosphorylation. We consider all dephosphorylation reactions to be pseudo first-order processes mediated by unspecified phosphatases present in excess. We set $p_{44} = 1 \text{ s}^{-1}$, which is consistent with an earlier model-based analysis of phosphatase activity in the FcεRI pathway (56).

Relative catalytic efficiencies of Lyn and Fyn. We expect receptor-bound Lyn and Fyn to have different catalytic efficiencies for activated receptor-dependent phosphorylation reactions. Thus, for these reactions, we assume that $p_{55} = 5$, where $p_{55}$ is the catalytic efficiency of Lyn relative to that of Fyn.

Simulations

We used BioNetGen (33, 34) to process the rules of our model (Supplemental Listing 1A) to generate the reaction network implied by these rules (Supplemental Listing 1B). We then simulated the network using the built-in deterministic and stochastic simulation engines of BioNetGen. The deterministic simulation engine of BioNetGen, which was invoked using the simulate_ode command with default settings (34), is CVODE (63, 64), which takes as input the ODEs that characterize the mass-action kinetics of the rule-derived reaction network. These ODEs are given in Supplemental Listing 1B. The stochastic simulation engine of BioNetGen, which was invoked using the simulate_ssa command (34), is an efficient kinetic Monte Carlo algorithm (34, 65) that takes as input a list of rule-derived reactions.

Unless otherwise specified, the initial condition used in simulations is the basal steady state, in which a number of chemical species are populated because of basal signaling (e.g., the activity Csk that maintains most copies of Lyn and Fyn in autoinhibited conformations). The population levels of these chemical species are found by setting $c = 0$ and specifying an initial condition that contains all proteins that are free or unphosphorylated. From this initial nonsteady-state condition, which was chosen for ease of specification, the model is simulated for a time sufficient to reach the basal steady state.

To confirm that our simulation results are free of numerical errors, we used ODE solvers available in MATLAB to repeat our calculations. The same results were obtained. For example, the M-file of Supplemental Listing 1B can be used to obtain the results shown in Fig. 2A. This file invokes the ode15s algorithm available in MATLAB.

Identification of bifurcation types

Bifurcation analysis is a powerful tool for characterizing dynamical systems (66). Systems with the same bifurcations exhibit the same range of qualitative dynamics. To characterize the dynamics captured in our model for BCR signaling for wild-type (WT) cells, as well as Lyn- and Fyn-deficient cells, we performed a bifurcation analysis taking $c$ to be the bifurcation parameter, that is, the model parameter to be varied. With this choice, a bifurcation is a qualitative change in dynamical behavior upon a small, smooth change in the value of $c$. Bifurcations were identified through systematic simulations designed to reveal selected bifurcation types. The type of bifurcation at a bifurcation point $c = c_0$ was determined by comparing dynamical behavior at values of $c$ just below and just above $c_0$. For example, because a characteristic feature of a saddle-node bifurcation is hysteresis (i.e., history dependence), we sought to reveal saddle-node bifurcations by running a series of simulations to steady state for increasing values of $c$ starting from a small value of $c$, and then repeating this process for decreasing values of $c$ starting from a large value of $c$. In addition to considering saddle-node bifurcations, we considered, as in the study of Hat et al. (67), several common bifurcation types. Among the bifurcation types considered and identified is the saddle-node-on-invariant-circle (SNIC) bifurcation. A characteristic feature of a SNIC bifurcation is birth of oscillations with a finite amplitude and infinite period. We assessed the robustness of bifurcations to parameter uncertainty through a sensitivity analysis.

Results

Based on available mechanistic knowledge, we formulated a rule-based model for early events in BCR signaling suitable for studying the roles played by Lyn and Fyn in responses to Ag signals (Fig. 1; Supplemental Listing 1A). The model characterizes signaling at the single-cell level. The results of analysis of the model are presented below. Unless otherwise indicated, the results are based on the parameter values of Table I and deterministic simulations (i.e., ODE-based calculations).

BCR signaling can change qualitatively with a change in signal strength

We consider BCR signaling to be triggered by Ag–receptor interaction and a concomitant increase in the activation of kinases associated with receptors (8). In the model, the effect of Ag is captured by an input parameter $c$, the value of which determines the effective rate constants for activated receptor-dependent phosphorylation reactions mediated by receptor-bound Lyn, Fyn, and Syk. Fig. 2 illustrates how BCR signaling dynamics can change qualitatively with a change in the strength of Ag signal, that is, a change in the value of $c$. A relatively weak signal is considered in Fig. 2A ($c = 0$ for time $t < 0$ and $c = 3$ for $t \geq 0$), and a relatively strong signal is considered in Fig. 2B ($c = 6$ for $t \geq 0$). As can be seen, the weaker signal triggers a pulse of signaling, as...
measured by receptor phosphorylation, SFK autophosphorylation, or Syk autophosphorylation. In contrast, the stronger signal triggers sustained signaling. In both cases, after a delay, there is a rapid, switch-like induction of receptor, SFK, and Syk phosphorylation, followed by a much slower rise in the level of PAG1-associated Csk. The length of the delay is signal dependent. In contrast, recruitment of Csk to PAG1 is similar in the two cases. In the case of Fig. 2A, PAG1-associated Csk is able to drive autoinhibition of the SFKs to completion, which counteracts the effect of Ag on SFK activity. In the case of Fig. 2B, a steady state is established wherein the vast majority of SFKs are autoinhibited, but a small pool of uninhibited SFKs is able to maintain a nonzero level of receptor, SFK, and Syk phosphorylation.

Interestingly, recruitment of Csk to PAG1 is adaptive or nearly adaptive, meaning that all or nearly all Csk recruited to PAG1 is eventually released. In the case of Fig. 2A, all recruited Csk is released, and as a result, the pulse seen in Fig. 2A is repeated (data not shown). The interval between pulses is ~100 min for the case of Fig. 2A, and pulses continue indefinitely if the Ag signal persists. However, the scope of our model is limited and the model is not intended to capture BCR signaling dynamics on a long time scale. The length of the interval between pulses depends on c. Other factors affecting the length of the interval include \(1/p_3\) (Table I), the lifetime of the autoinhibited configuration of a SFK, and the ratio \(p_2/p_{24}\) (Table I), which determines the probability that relief of autoinhibition will be reversed before dephosphorylation of the C-terminal regulatory tyrosine.

A systematic survey of responses to step increases in c revealed four qualitatively distinct responses. The type of response depends on the size of the step increase in Ag signal. For small increases in Ag signal, BCR signaling is unresponsive. For larger increases, there is a single pulse of BCR signaling, which is similar to the pulse shown in Fig. 2A. For still larger increases, the pulses of signaling become repetitive, that is, there are oscillations. Finally, for large increases in Ag signal, BCR signaling is sustained, as in Fig. 2B. In all cases where there is a response to an Ag signal, the response is marked by a rapid off-to-on transition after a delay (Fig. 2). It should be emphasized that our model is intended to characterize BCR signaling in a single cell, and, as a result, the pulses predicted by the model would not necessarily be observable at the population level. For example, pulses might be obscured by asynchrony arising from heterogeneity in protein expression levels. We do not expect intrinsic noise to significantly influence BCR signaling dynamics, as results from deterministic and stochastic simulations are indistinguishable (results not shown).

**Effects of Lyn, Fyn, and Csk deletion on BCR signaling**

The results presented above depend both on our assumptions about the structure of the model and on our estimates for parameters in the model. Before investigating the dynamical properties of the
model further, it is reasonable to ascertain the extent to which the
model is consistent with known properties of BCR signaling. In
Fig. 3, we consider the effects of Lyn, Fyn, and Csk deletion on
responses to Ag signals. In Fig. 3, deletion of a protein is captured
by setting the total copy number of that protein to zero. Step
increases at \( t = 0 \) in the strength of Ag signal \( c \) from 0 to 1, 3, 6,
and 8 are considered in Fig. 3. Each panel shows the time course
of Syk autophosphorylation predicted for a WT cell (dash-dot
curve), a Lyn autophosphorylation predicted for a WT cell (dotted
curve), a Lyn \(^{-}\cell\) (solid curve), a Fyn \(^{-}\cell\) (broken curve),
and a Csk \(^{-}\cell\) (dotted curve). Each deletion is discussed in
detail below.

In several studies, Lyn deletion has been reported to yield
delayed hyperactive BCR signaling (26–29). This behavior is re-
capitulated by the model. In the case of a very weak stimulus, WT
and Lyn \(^{-}\cell\) cells are both predicted to be nonresponsive (Fig. 3A).
For stronger stimuli, a Lyn \(^{-}\cell\) cell is predicted to eventually
produce sustained Syk autophosphorylation, at a level exceeding
that in a WT cell at long times (Fig. 3B–D). In either a WT or
Lyn \(^{-}\cell\) cell, the rise in Syk autophosphorylation is sharp, as be-
fore (Fig. 2), and this rise occurs after a signal-dependent delay.
The length of the delay, for a WT, Fyn \(^{-}\cell\), or Lyn \(^{-}\cell\) cell,
decreases as the strength of the Ag signal increases. For all stimuli
considered that elicit responses, the delay for a Lyn \(^{-}\cell\) cell is
predicted to be longer than that for a WT cell. For example, the
delay for a Lyn \(^{-}\cell\) cell is \( \geq 3 \)-fold longer than that for a WT cell
in the case of Fig. 3B. This effect depends on Lyn having a cata-
lytic efficiency less than that of Lyn (Supplemental Fig. 1).

Fyn deletion has been reported to yield hypoactive BCR sig-
naling, an effect distinct from that of Lyn deletion (24). As can be
seen in Fig. 3, the observed effect of Fyn deletion is recapitulated by
the model. The negative effect of Fyn deletion on BCR sig-
naling is most apparent in Fig. 3C. At long times, a Fyn \(^{-}\cell\) cell
is predicted to produce less Syk autophosphorylation than a WT
cell. Indeed, for the Ag signal considered in Fig. 3C, a Fyn \(^{-}\cell\) cell
is predicted to generate only a pulse of Syk autophosphorylation,
whereas a WT cell is predicted to generate sustained Syk auto-
phosphorylation. Interestingly, the model predicts that a Fyn \(^{-}\cell\)
has a faster response to a stimulus than a WT cell for all stimuli
considered that yield significant Syk activation (Fig. 3B–D). Although
there are differences between a Fyn \(^{-}\cell\) and a WT cell, a Fyn \(^{-}\cell\)
cell is predicted to behave more like a WT cell than a
Lyn \(^{-}\cell\) cell.

In the model, Lyn and Fyn are treated identically with two ex-
ceptions. First, Lyn is assumed to have 5-fold greater kinase
activity than Fyn. This difference explains why BCR signaling is
delayed in the case of Lyn deletion and accelerated in the case of
Fyn deletion. Second, Lyn is assumed to be capable of cis phos-
phorylation of more SFK docking sites in PAG1 than Fyn (4
versus 2), including its own docking sites (Y387 and Y417). In
contrast, Fyn is assumed to be incapable of phosphorylating its
own docking sites in PAG1 (Y163 and Y181). This difference
explains why Lyn deletion, but not Fyn deletion, leads to a loss of
Csk-mediated negative feedback and hyperactive BCR signaling.

We expect that Csk deletion should lead to an absence of
phosphorylation of the C-terminal regulatory tyrosines in Lyn and
Fyn. As a result, SFK autoinhibition should be ablated. Thus, we
expect Csk deletion to be similar to the knock-in mutation studied
by Hibbs et al. (68), which replaced WT Lyn with a form of Lyn
lacking the regulatory C-terminal tyrosine (Lyn\(^{\text{C-term}}\)). We explic-
tly consider this form of Lyn in Fig. 4. An effect of Lyn\(^{\text{C-term}}\)
is chronic stimulation of BCR signaling. As illustrated in Fig. 3A,
the predicted effect of Csk deletion results in significant Syk
autophosphorylation at levels of Ag stimulation that fail to pro-
duce Syk autophosphorylation in Lyn\(^{-}\cell\), Fyn\(^{-}\cell\), and WT cells.
Thus, ablation of SFK autoinhibition through deletion of Csk, or
mutation of the SFK regulatory C-terminal tyrosine, has a positive
effect on BCR signaling, as expected.

In summary, the results of Figs. 3 and 4 demonstrate that the
model is consistent with known effects of Lyn deletion, Fyn de-
letion, and ablation of SFK autoinhibition.

---

Table I. Parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 = 3 \times 10^{2}/\text{cell} )</td>
<td>Protein copy number, the same for all six proteins</td>
</tr>
<tr>
<td>( p_2 = 10 \text{ s}^{-1} )</td>
<td>Reversible SFK autoinhibition, forward rate constant</td>
</tr>
<tr>
<td>( p_3 = 3 \times 10^{-4} \text{ s}^{-1} )</td>
<td>Reversible SFK autoinhibition, reverse rate constant</td>
</tr>
<tr>
<td>( p_4 = 3 \times 10^{-7} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Reversible SFK unique domain–Ig-α binding, forward rate constant</td>
</tr>
<tr>
<td>( p_5 = 3 \times 10^{-5} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Reversible SFK unique domain–Ig-α binding, reverse rate constant</td>
</tr>
<tr>
<td>( p_6 = 0.3 \text{ s}^{-1} )</td>
<td>SFK SH2 domain–Ig-α dissociation, singly phosphorylated Ig-α ITAM</td>
</tr>
<tr>
<td>( p_7 = 0.1 \text{ s}^{-1} )</td>
<td>SFK SH2 domain–Ig-α dissociation, doubly phosphorylated Ig-α ITAM</td>
</tr>
<tr>
<td>( p_8 = 3 \times 10^{-6} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Reversible Syk–Ig-β binding, forward rate constant</td>
</tr>
<tr>
<td>( p_9 = 0.3 \text{ s}^{-1} )</td>
<td>Reversible Syk–Ig-β binding, reverse rate constant</td>
</tr>
<tr>
<td>( p_{10} = 10^{-5} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>SFK SH3 domain–PRS association, PRS in PAG1</td>
</tr>
<tr>
<td>( p_{11} = 10^{-1} \text{ s}^{-1} )</td>
<td>Two-point attachment of SFK to PAG1, ring-closure rate constant</td>
</tr>
<tr>
<td>( p_{12} = 10^{-3} \text{ s}^{-1} )</td>
<td>SFK-PAG1 dissociation, breaking SH3 domain–PRS bond only</td>
</tr>
<tr>
<td>( p_{13} = 30 \text{ s}^{-1} )</td>
<td>SFK-PAG1 dissociation, breaking two bonds</td>
</tr>
<tr>
<td>( p_{14} = 0.1 \text{ s}^{-1} )</td>
<td>Reversible Csk–PAG1 binding, forward rate constant</td>
</tr>
<tr>
<td>( p_{15} = 3 \times 10^{-1} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Reversible Csk–PAG1 binding, reverse rate constant</td>
</tr>
<tr>
<td>( p_{16} = 3 \times 10^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by free SFK with unphosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{17} = 10^{-1} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by free SFK with phosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{18} = 3 \times 10^{-3} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by receptor-bound Lyn with unphosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{19} = 10^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by receptor-bound Lyn with phosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{20} = 3 \times 10^{-6} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>PAG1-scaffolded phosphorylation</td>
</tr>
<tr>
<td>( p_{21} = 3 \times 10^{-7} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by Syk with unphosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{22} = 3 \times 10^{-8} \text{ (molecules/\text{cell})}^{-1} \text{ s}^{-1} )</td>
<td>Phosphorylation by Syk with phosphorylated A-loop</td>
</tr>
<tr>
<td>( p_{23} = 1 \text{ s}^{-1} )</td>
<td>Dephosphorylation, the same for all pY</td>
</tr>
<tr>
<td>( p_{24} = 5 )</td>
<td>Ratio of catalytic efficiencies (Lyn versus Fyn)</td>
</tr>
</tbody>
</table>

Estimates for 25 parameter values are summarized. Unless otherwise indicated, these parameter values were mapped to the 6 protein copy numbers
and 85 rate constants of the model, as indicated in Supplemental Listing 1A. In the model, the strength of an Ag signal is characterized by the input parameter \( c \), which sets the level of activated receptor-dependent kinase activity. For example, the value of \( c \) determines the ability of receptor-bound
kinases to mediate phosphorylation of receptor ITAMs. Parameter values are expressed in the unit system recommended by Faeder et al. (34).
The quantities plotted in these panels are consistent with those shown for Fyn. The fractions of autoinhibited and activated Lyn are essentially equal to those of Lyn in the autoinhibited conformation (Autoinhibited Lyn), fraction of Ig-α with either one or two phosphorylated ITAM tyrosines (Phospho Ig-α), fraction of Lyn with a phosphorylated activation loop (Activated Lyn), fraction of Ig-β with a doubly phosphorylated ITAM (Phospho Ig-β), fraction of Lyn with a phosphorylated activation loop (Activated Lyn), and fraction of Csk bound to PAG1 (Csk:PAG1). The curves in (A) are labeled, and the dash patterns of curves in (B) are consistent with those in (A). Time courses for the fractions of autoinhibited and activated Lyn are essentially the same as those shown for Fyn. The quantities plotted in these panels are defined precisely in the observables block of the BioNetGen input file BCR.bngl (Supplemental Listing 1A).

**Bifurcation analysis**

To more fully elucidate the range of dynamical behavior that can arise in BCR signaling, we carried out a bifurcation analysis in which c (Ag signal strength) was taken as the bifurcation parameter. The analysis was performed for WT, Lyn<sup>−/−</sup>, Fyn<sup>−/−</sup>, and Csk<sup>−/−</sup> cells. Bifurcation diagrams are shown in Fig. 5. Because our analysis relied on simulation, only stable fixed points and stable limit cycles are represented in Fig. 5. (Unstable fixed points and unstable limit cycles are difficult to detect through simulations.)

Let us first consider Lyn<sup>−/−</sup> and Csk<sup>−/−</sup> cells. In these cell types, SFK-initiated negative feedback is ablated, but SFK-initiated positive feedback is intact. It is generally appreciated that systems with positive feedback have the potential to exhibit bistability. As can be seen in Fig. 5B and 5D, bistability in BCR signaling in Lyn<sup>−/−</sup> and Csk<sup>−/−</sup> cells is possible. In the case of a Lyn<sup>−/−</sup> cell, for values of c less than ~1, there is a single stable steady state, which is characterized by insignificant activation of Syk. As c increases, a second stable steady state appears at c ≈ 1 through a saddle-node bifurcation. The type of bifurcation was determined, as explained in Materials and Methods. The second steady state is characterized by significant activation of Syk. As c continues to increase, steady states with low (near zero) and high levels of Syk coexist (i.e., there is bistability) until c ≈ 2.8, at which point the first steady state vanishes (again through a saddle-node bifurcation). For values of c greater than ~2.8, only a steady state with significant activation of Syk exists. The bifurcation diagram for the case of a Csk<sup>−/−</sup> cell is similar to that for a Lyn<sup>−/−</sup> cell, except that the regimen of bistability is shifted to much lower values of c, that is, there is bistability for c ∈ (0.28, 0.43). This result is explained by the lower level of SFK kinase activity in a Lyn<sup>−/−</sup> cell compared with a Csk<sup>−/−</sup> cell. Thus, to achieve a given level of activated Syk, a Lyn<sup>−/−</sup> cell requires a stronger Ag signal than a Csk<sup>−/−</sup> cell.

Let us now consider WT and Fyn<sup>−/−</sup> cells. In these cell types, BCR signaling dynamics are influenced by SFK-initiated positive and negative feedback loops. After introduction of an Ag signal, positive feedback (activated receptor-dependent receptor phosphorylation and SFK autophosphorylation) is immediate. In contrast, negative feedback is much slower, because recruitment of Csk to PAG1, which is governed by the value of the parameter p<sub>15</sub> (Table I), is slow (for example, see Fig. 2). It is generally appreciated that such systems have the potential to exhibit repeated pulses, that is, relaxation oscillations. Relaxation oscillations are characterized by an amplitude that remains fairly constant as the value of a bifurcation parameter changes and by a period that depends on the value of the bifurcation parameter. As indicated in Fig. 5, in either a WT or Fyn<sup>−/−</sup> cell, oscillations in Syk activation

**FIGURE 2.** BCR signaling dynamics for Ag signals of different strengths. (A) BCR signaling is transient after introduction of an Ag signal: c = 0 for time t < 0 and c = 3 for t ≥ 0. Before the step increase in c, tonic signaling is in a steady state (the basal state). (B) In contrast, BCR signaling is sustained for a stronger Ag signal: c = 0 for t < 0 and c = 6 for t ≥ 0. In each panel, six quantities are plotted as a function of time: fraction of Lyn with a phosphorylated activation loop (Activated Lyn), fraction of Ig-α with either one or two phosphorylated ITAM tyrosines (Phospho Ig-α), fraction of Lyn with a phosphorylated activation loop (Activated Lyn), fraction of Ig-β with a doubly phosphorylated ITAM (Phospho Ig-β), fraction of Lyn with a phosphorylated activation loop (Activated Lyn), and fraction of Csk bound to PAG1 (Csk:PAG1). The curves in (A) are labeled, and the dash patterns of curves in (B) are consistent with those in (A). Time courses for the fractions of autoinhibited and activated Lyn are essentially the same as those shown for Fyn. The quantities plotted in these panels are defined precisely in the observables block of the BioNetGen input file BCR.bngl (Supplemental Listing 1A).

**FIGURE 3.** Effects of knockouts on BCR signaling dynamics. In each panel, the fraction of Syk with a phosphorylated activation loop (Activated Syk) is plotted as a function of time after introduction of an Ag signal for a WT cell, a Lyn knockout (Lyn<sup>−/−</sup>) cell, a Fyn knockout (Fyn<sup>−/−</sup>) cell, and a Csk knockout (Csk<sup>−/−</sup>) cell. These cell types are indicated by dashed, solid, broken, and dotted lines, respectively. Knockout of a protein means setting the copy number for that protein to zero in the model. In all panels, for time t < 0, c = 0, and tonic signaling is in a steady state (the basal state). For t ≥ 0, c = 1 in (A), c = 3 in (B), c = 6 in (C), and c = 8 in (D).

**FIGURE 4.** Effects of mutating the C-terminal regulatory tyrosine of Lyn on BCR signaling dynamics. The case considered in this figure corresponds to that of a Lyn<sup>pTyr15</sup> mutant. As can be seen, this case is similar to that of a Csk<sup>−/−</sup> cell (Fig. 3A).
are obtained for a range of $c$ values, and the amplitude is independent of the value of $c$.

The reason that relaxation oscillations arise can be explained as follows. Because negative feedback is much slower than positive feedback, the effect of negative feedback (Csk-mediated autoinhibition of the SFKs) is initially insignificant. Thus, on a short time scale, BCR signaling in a WT or Fyn$^{-/-}$ cell behaves like in a Lyn$^{-/-}$ cell (i.e., like a bistable system), and, as a result, there is switch-like transition from an inactive state to an active state. It should be noted that the upper limit of oscillations in a WT or Fyn$^{-/-}$ cell corresponds to the sustained activated steady state of a Lyn$^{-/-}$ cell, which can be seen, for example, in a comparison of Fig. 5A and 5B. Later, negative feedback becomes dominant, and the lower limit of oscillations in a WT or Fyn$^{-/-}$ cell corresponds to the inactive steady state of a Lyn$^{-/-}$ cell (cf. Fig. 5A, 5B). Additional results that provide insight into delay time and pulse duration are provided in Supplemental Fig. 2. In short, for $c \in (2.8, 5.5)$ in the case of a WT cell or for $c \in (2.8, 7.1)$ in the case of Fyn$^{-/-}$ cell, slow negative feedback causes sharp transitions between inactive and active states, and the time spent near the active (inactive) state increases (decreases) with the strength of Ag signal $c$ (Supplemental Fig. 2A).

Although the amplitude of oscillations is independent of $c$ (Fig. 5A, 5C), the length of the initial delay before Syk is activated and the duration of a pulse of Syk activation is dependent on the value of $c$ (Supplemental Fig. 2A); the initial delay decreases with increasing step changes in $c$, whereas pulse duration increases. The delay time also depends on the copy numbers of Lyn and Fyn (Supplemental Fig. 2B). In Lyn- or Fyn-deficient cells, the initial delay time monotonically decreases with SFK copy number (dotted lines). When the copy number of Lyn is varied and the copy number of Fyn is fixed (Supplemental Fig. 2B, solid black line), the delay time first increases as Lyn copy number increases—which occurs because the presence of even a small amount of Lyn causes autoinhibition of Fyn in the resting state—then sharply decreases because of the increasing SFK activity. The dependence of delay time on Fyn copy number level when Lyn copy number is fixed is complex (Supplemental Fig. 2B, solid red line). The delay gradually increases as Fyn copy number increases. This behavior is caused by the competition of catalytically less active Fyn (relative to Lyn) for receptor binding sites. Then, where Fyn is much more abundant than Lyn, the delay decreases as Fyn copy number increases. This behavior is caused by the increasing SFK activity. At even higher Fyn levels, a second locally maximal delay time is observed because Fyn (in the presence of Lyn) mediates negative feedback. The second locally maximal delay time is not observed in Lyn-deficient cells.

We note that the bifurcation diagrams for WT and Fyn$^{-/-}$ cells shown in Fig. 5 are somewhat more complicated than they appear. In each cell type, there are three bifurcations. At $c = c_1 \approx 2.8$, there is a SNIC bifurcation, in which the inactive steady state vanishes and relaxation oscillations appear. At $c = c_2 \approx 5.5$ for a WT cell (or $c = c_2 \approx 7.1$ for a Fyn$^{-/-}$ cell), there is a subcritical Hopf bifurcation. At $c = c_3$ where $c_3$ is slightly greater than $c_2$, there is a cyclic-fold bifurcation. Thus, for values of $c$ between $c_2$ and $c_3$, a stable limit cycle and stable fixed point coexist; however, given the small difference between $c_2$ and $c_3$, it is unlikely that this dynamical behavior is observable. The bifurcation types were identified, as described in Materials and Methods.

From the bifurcation analysis of Fig. 5, it can be seen that Csk deletion has the most severe effect on system dynamics. Csk$^{-/-}$ cells can be activated more easily than any of the other cell types considered. This finding is consistent with the experimental observation that Csk deletion results in constitutively active Lyn and Syk (69).

**Dynamical behavior can be tuned by varying Lyn and Fyn expression levels**

BCR signaling dynamics can be changed by manipulating the relative expression levels of Lyn and Fyn, as summarized in Fig. 6. This figure delineates combinations of Lyn and Fyn copy numbers that yield each of four possible qualitative responses of a WT cell to a particular Ag signal, a step change in $c$ from 0 to 3. For example, no response to Ag is obtained for combinations of (low) Lyn and Fyn copy numbers that fall into the smallest region (Area I). Sustained responses to Ag are obtained when Lyn and Fyn are

![FIGURE 6. Dependence of BCR signaling dynamics on Lyn and Fyn copy numbers. Responses to an Ag signal were systematically simulated for different combinations of Lyn and Fyn copy numbers. The Ag signal was a step increase in $c$ to 3. In all cases, the initial state was the basal steady state with $c = 0$. Each numbered region in this plot corresponds to one of four qualitative responses seen in simulations. These responses to the Ag signal are (I) no Syk activation, (II) a single pulse of Syk activation, (III) repeated pulses of Syk activation, and (IV) sustained Syk activation, as in Fig. 2B. Note that a value of 1 on either the horizontal or vertical axis corresponds to $10^5$ molecules/cell.](http://www.jimmunol.org/ Downloaded from http://www.jimmunol.org/ by guest on May 30, 2017)
expressed at high levels (Area IV). Such responses can also be obtained when either SFK is expressed at a low level if the other SFK is expressed at a sufficiently high level. High-level expression of Lyn can more easily overcome low-level expression of Fyn than in the opposite scenario. Single and repeated pulses of Syk activation are obtained in Areas II and III, respectively. The results summarized in Fig. 6 suggest that qualitatively distinct BCR signaling dynamics can be revealed by systematic manipulation of the expression levels of Lyn and Fyn. For example, sufficient knockdown or overexpression of Lyn or Fyn can be expected to bring about a qualitative change in the dynamical response to a given Ag signal.

Effects of knockdown or redundancy

SFKs not considered in our model (e.g., Blk), or perhaps even omitted interactions of Fyn, may partially compensate for Lyn deletion. Likewise, PAG1 may be redundant to some extent (70). Because of pools of Lyn-like and PAG1-like proteins, deletion of Lyn or PAG1 may only attenuate, rather than ablate, Csk-mediated negative feedback in BCR signaling. In contrast, negative feedback appears to strictly depend on Csk, as deletion of Csk leads to constitutive activation of Lyn and Syk (69). In Fig. 7, we consider the effects of attenuation of negative feedback through a reduction in the copy number of Lyn and PAG1. The lowered level of Lyn or PAG1 is intended to reflect a knockdown or compensatory proteins that maintain negative feedback in Lyn<sup>−/−</sup> and PAG1<sup>−/−</sup> cells.

In Fig. 7A, we consider a WT cell with the nominal number of Lyn molecules; there is a transient pulse of Fyn and PAG1 phosphorylation in response to an Ag signal. In Fig. 7B, we consider a cell with 10-fold less Lyn (30,000 copies per cell), and, in contrast, there is a sustained response to the same Ag signal. These results are consistent with data for WT and Lyn-deficient mast cells (31).

A bifurcation diagram is shown in Fig. 7C for the case of a cell with 10-fold less PAG1 than in a WT cell, and in Fig. 7D for the case of a cell with 10-fold less Lyn than in a WT cell (cf. Fig. 5B).

Knockdown of PAG1 has a less severe effect on the dynamics of BCR signaling than deletion of Csk (cf. Fig. 5D), as the range of qualitative behaviors accessible to a cell with a knockdown of PAG1 (or knockout of PAG1 and a pool of compensatory PAG1-like proteins) is the same as that for a WT cell. The results of a more detailed analysis are given in Supplemental Table I. These results indicate that the effect of negative feedback is robust to large changes in the copy number of PAG1 and the rate of PAG1 dephosphorylation. In contrast, the range of qualitative behaviors accessible to a cell with a knockdown of Lyn (or knockout of Lyn and a pool of compensatory Lyn-like proteins) is different from that of a WT cell and the same as that for a Lyn<sup>−/−</sup> cell (without a pool of Lyn-like proteins), although hysteresis may be less apparent. These results are consistent with those of Fig. 6, in which it can be seen that pulse-like and oscillatory responses are possible at low levels of Lyn. The reason is that a low level of Lyn, or Lyn-like proteins, can lead to significant phosphorylation of Fyn, as illustrated in Fig. 7B.

Sensitivity analysis

The results presented above indicate that our model can produce one of four qualitatively distinct dynamical responses to an Ag signal: no response, a pulse, oscillations, or a sustained response. Moreover, changes in the qualitative behavior are marked by certain bifurcations. To assess the robustness of these findings to parameter uncertainty, we varied the value of each parameter of the model, <i>p</i><sub>1</sub> through <i>p</i><sub>25</sub>, over a 100-fold range above and a 100-fold range below the nominal value, and, at each parameter value considered, we determined the response to an Ag signal (a step change in <i>c</i> from 0 to 3). For comparison, we similarly varied <i>c</i> for nominal parameter values (Table I). The results are summarized in Fig. 8. For some parameters, model behavior is insensitive to the value of the parameter, meaning that the nominal value can be replaced with any or almost any of the parameter values considered (10,000-fold range) without changing the qualitative behavior of the model. For other parameters, changes in qualitative behavior are seen as the value of a parameter deviates from its nominal value. However, our sensitivity analysis indicates a high degree of structural stability.

Structural stability is indicated by the following observations. First, even for the most sensitive parameters (e.g., <i>p</i><sub>6</sub>, <i>p</i><sub>1</sub>, and <i>p</i><sub>11</sub>), nominal behavior is exhibited over a 2- to 3-fold range of values (Fig. 8). (Note the logarithmic scale.) To be precise, we define sensitivity of a parameter as the inverse of the height of the combined single pulse and oscillation regions of the corresponding bifurcation diagram (Fig. 8). We lump the two regions together because, on a short time scale, the time scale for which our model was formulated, a single pulse is indistinguishable from a series of pulses. Second, no parameter is more sensitive than the input <i>c</i>. Third, the

**FIGURE 7.** Effects of PAG1 and Lyn knockdowns on BCR signaling dynamics. (A) Time dependence of Fyn activation and phosphorylation of Y317 in PAG1 after introduction of an Ag signal (a step change from <i>c</i> = 0 to <i>c</i> = 5 at time <i>t</i> = 0) for a WT cell. (B) Same as (A) except for the case of a cell in which Lyn copy number is reduced to 10% of the WT copy number. (C) Bifurcation diagram for a cell with a knockdown of PAG1 copy number to 10% of the WT copy number. (D) Bifurcation diagram for a cell with a knockdown of Lyn copy number to 10% of the WT copy number.
The length of the delay, which can be significant, is varied as indicated. A step change in parameter value, is indicated by shading of the bar corresponding to the parameter. The qualitative Syk activation pattern of qualitative behaviors exhibited as a sensitive parameter is varied is the same as that seen when c is varied. For example, for $p_{6}$, $p_{1}$, $p_{20}$, $p_{5}$, and $p_{16}$ (Fig. 8A), the qualitative behaviors that are exhibited as c increases from a relatively small value to a relatively large value appear in the following order: no response, single pulse, oscillations, and sustained response. Similarly, for $p_{11}$, $p_{7}$, $p_{2}$, $p_{15}$, $p_{25}$, and $p_{24}$ (Fig. 8B), the qualitative behaviors that are exhibited as c decreases from a relatively large value to a relatively small value appear in this same order.

The three most sensitive parameters are $p_{6}$, $p_{1}$, and $p_{11}$, in that order. The parameter $p_{6}$ is the forward rate constant for SFK SH2 domain binding to phosphotyrosine. Thus, it characterizes the positive feedback loop in the model. The parameter $p_{1}$ is the copy number assigned to proteins included in the model. Responses to perturbations of individual protein copy numbers were considered in detail above (cf. Figs. 3, 5–7). The parameter $p_{24}$ is the forward rate constant for SFK SH3 domain binding to a PRS in PAG1. Thus, it characterizes the negative feedback loop in the model. The least sensitive parameters, such as $p_{20}$, tend to characterize interactions of Syk, which are not involved in the feedback loops captured in the model.

Discussion

To study the roles of Lyn and Fyn in BCR signaling, we applied the rule-based modeling framework of BioNetGen (34) to formulate and analyze a computational model that captures membrane-proximal signaling events involving the receptor, Lyn, Fyn, Csk, PAG1, and Syk (Fig. 1). The model tracks 10 functionally distinct sites of tyrosine phosphorylation (and dephosphorylation) in six polypeptide chains, eight phosphorylation-dependent interactions involving SH2 domains and phosphotyrosines, two constitutive interactions between the receptor and the unique domains of Lyn and Fyn, and two constitutive interactions involving SH3 domains (in the SFKs) and proline-rich sequences (in PAG1). The model accounts for 1,122 chemical species that are connected in a network of 24,388 unidirectional reactions. This network is defined precisely, but implicitly by the rules of the model (Supplemental Listing 1A). To enable simulations, the network and corresponding ODEs were generated from the rules using the algorithm implemented in BioNetGen (34). The chemical kinetics are characterized by rate laws associated with the rules of the model. Thus, all reactions derived from the same rule are assigned a common rate law. As a result of this coarse-grained description of the chemical kinetics and various other simplifications, the model has only 25 parameters (Table I).

The model reproduces the known effects of Lyn and Fyn deletion (Fig. 3). For example, the model predicts that the response to an Ag signal in a Lyn$^{-/-}$ cell is slower than that in a WT cell (compare the dash-dot and solid curves in Fig. 3B–D). In the model, Fyn is assumed to have lower catalytic efficiency than Lyn, and this parametric feature of the model accounts for the slower response predicted for a Lyn$^{-/-}$ cell. For the same reason, the model predicts that a Fyn$^{-/-}$ cell should respond to an Ag signal faster than a WT cell (compare the dash-dot and broken curves in Fig. 3B–D). This prediction could perhaps be tested.

Analysis of the model through simulation, including the bifurcation analysis summarized in Fig. 5, revealed that an Ag signal can elicit several qualitatively distinct responses depending on the strength of the signal (Figs. 2, 5) as well as the expression levels of Lyn and Fyn (Fig. 6). For example, an Ag signal can induce a pulse of Syk activation (Fig. 2A) or a sustained steady level of Syk activation (Fig. 2B). It should be noted that our bifurcation analysis demonstrates a benefit of the rule-based modeling approach that has perhaps not previously been appreciated. The model considered in this study is equivalent to a coupled system of 1122 ODEs. A model of this size would not ordinarily be amenable to bifurcation analysis. However, the high-level rule-based representations of molecular interactions in the model are sufficiently intuitive that we were able to discover and characterize several interesting bifurcations (Fig. 5).

One possible response to an Ag signal is none at all (Fig. 3A), which may be important for B cell anergy and prevention of autoimmunity. Below a certain threshold, an Ag signal is unable to elicit Syk activation (Fig. 5A). The threshold for responsiveness is determined by the SFK-triggered negative feedback loop involving PAG1/Csk-mediated phosphorylation of the SFKs Lyn and Fyn (Fig. 3A; cf. Fig. 5B, 5D). In the model, Lyn contributes to negative feedback but to a much lesser extent in the absence of Lyn, because we assume that Fyn is unable to mediate phosphorylation of its own SH2 domain binding sites in PAG1, consistent with the reported importance of Lyn in phosphorylation of PAG1 (30). Thus, Lyn plays a more important role than Fyn in setting the threshold of responsiveness. Indeed, the threshold in a Fyn$^{-/-}$ cell is comparable to that in a WT cell (cf. Fig. 5A, 5C). However, Fyn does lower the strength of Ag signal required to elicit a sustained steady level of Syk activation rather than a mere pulse of Syk activation (cf. Fig. 5A, 5C).

Above the threshold required for a response to an Ag signal, the response is sharp, with a sudden switch from off to on, after a delay (Fig. 2). The length of the delay, which can be significant...
(for example, see Fig. 3B), decreases with increasing signal strength. The sharpness of the response can be attributed to the positive feedback loop involving SFK-mediated phosphorylation of receptor ITAM tyrosines, recruitment of SFKs to receptors via SH2 domain-phosphotyrosine interactions, and activated receptor-dependent trans (auto)phosphorylation of tyrosines in the activation loops of receptor-bound SFKs. In a Lyn−/− cell, the positive feedback loop is responsible for the bistable hysteretic switch illustrated in Fig. 5B. In a WT or Fyn−/− cell, the bistable switching behavior is preserved at short times, because engagement of positive feedback is fast, whereas engagement of negative feedback is slow. As a result, the positive and negative feedback loops are engaged sequentially, and at intermediate signal strengths, the effects of the positive and negative feedback loops lead to relaxation oscillations, as illustrated in Fig. 5A and 5C. In a WT or Fyn−/− cell, for a sufficiently strong Ag signal, Syk activation is sustained and steady after BCR signaling is ignited (Figs. 2B, 5A, 5C). Based on the above considerations, we conclude that Lyn and Fyn are redundant with respect to generation of switch-like responses to Ag. However, Lyn is required for a transient response (cf. Fig. 5B, 5C).

Our model accounts explicitly only for two SFKs expressed in B cells, Lyn and Fyn, and then only a circumscribed set of interactions of these SFKs. Other SFKs, such as Blk, Src, and Yes, and interactions of Lyn and Fyn not considered in our model may contribute to BCR signaling. Moreover, it has been suggested that PAG1 is dispensable in T cells (70). Thus, the deletions as considered in our analysis may not reproduce the true effects of these deletions if there is redundancy unaccounted for in our model. To evaluate the potential effects of redundancy, we considered knockdowns (vs. knockouts) of Lyn and PAG1 (Fig. 7). We did not consider knockdown of Fyn (which putatively contributes to negative feedback only in the presence of Lyn) or Csk, because it appears that Csk is essential for Csk/PAG1-mediated negative feedback (69). Interestingly, we found that PAG1 knockdown has a less severe effect on BCR signaling dynamics than Csk knock-out. We take PAG1 knockdown to be equivalent to PAG1 knockout if there is a protein that can take the place of PAG1. Thus, under the assumption that a protein exists that can compensate for PAG1 deletion, our results are consistent with the observed relative severities of Csk and PAG1 knockouts (69, 70).

In the model, positive feedback is engaged quickly, whereas negative feedback is engaged slowly. This feature of the model, which is dependent on our parameter estimates, is supported by the following considerations. SFK-mediated phosphorylation of the Ig-α/β ITAMs and the sequelae are among the earliest events in BCR signaling (8). Thus, it seems reasonable to expect fast engagement of positive feedback. Negative feedback requires enhanced SFK-mediated phosphorylation of PAG1 and enhanced recruitment of Csk to PAG1. In the model, the rate constant for Csk binding to PAG1, $p_{csk}$, is smaller by two orders of magnitude than the rate constant for SFK SH2 domain-mediated binding reactions, $p_{sh2}$ (Table I). The rationale is that slow engagement of negative feedback is needed to allow ignition of BCR signaling, because in the model, the effect of negative feedback, SFK auto-inhibition, is long lasting and dominant. Auto-inhibition is dominant because we assume that an autoinhibited SFK is excluded from signaling. We expect autoinhibition to be long lasting because autoinhibition is maintained by multiple intramolecular interactions (21). Consistent with this expectation, we set the rate constant for disassembly of the autoinhibited configuration of a SFK, $p_{a}$, to a value that yields a $t_{1/2}$ of $\approx 38$ min for escape from autoinhibition (Table I). Parameter estimates are considerably uncertain, but the qualitative features of BCR signaling dynamics that we have uncovered in our analysis are likely to be robust to parameter uncertainty so long as negative feedback is slower than positive feedback.

Through analyses of low-dimensional ODE models, Fuss et al. (71, 72) and Kaimachnikov and Kholodenko (73) have demonstrated that SFK regulation by Csk and PAG1 can produce bistability and excitable behavior. Our analysis, based on a high-dimensional model incorporating mechanistic details for a specific cell signaling system, demonstrates that these dynamical properties are expected features of BCR signaling. Moreover, our results go beyond the earlier related results by demonstrating, for example, that bistable switching and excitable behavior are influenced by the relative expression levels of SFKs (Fig. 6). SFKs have been included in a number of computational models for early events in immunoreceptor signaling (56, 74–76). However, to our knowledge, the model presented in this study may be the first to explicitly include Ag-responsive regulation of SFK activity by Csk and PAG1. Models for FcεRII signaling (56, 76) have assumed that a small pool of Lyn of constant size is available to interact with receptors. In our model, the SFK pool is also small, but the size is not constant. The amount of SFK available to participate in signaling changes during the response to Ag (Fig. 2).

A curious dynamical property of BCR signaling is the potential for an Ag signal to trigger a pulse of receptor ITAM phosphorylation (Fig. 2A). Intriguingly, Hernandez-Hansen et al. (31) have reported that phosphorylation of FceRI, as measured by Western blotting, is more transient in WT than in Lyn−/− BMMCs. A Förster resonance energy transfer assay developed by Pierce and coworkers (77), which has been applied to monitor Lyn association with BCR (78), could perhaps be used in combination with knockdown or overexpression of Lyn or Fyn to directly observe pulses at the single-cell level. As indicated in Fig. 6, changing the copy number of Lyn or Fyn can push BCR signaling toward (or away from) relaxation oscillations.

Studies of Lyn deletion have revealed that Lyn’s role in immunoreceptor signaling is redundant to some extent and that Lyn has negative as well as positive effects on signaling (24–31). Indeed, Lyn knockout mice are highly susceptible to autoimmune diseases (26, 27). The model that we have formulated and analyzed in this study reproduces known effects of Lyn deletion and provides mechanistic explanations for them. Slower responses to Ag signals in Lyn−/− cells can be explained by Lyn having higher kinase activity than other SFKs, such as Fyn. Negative effects of Lyn can arise, at least in part, from the ability of Lyn to mediate phosphorylation of SH2 domain binding sites in PAG1 (for its own SH2 domain as well as the SH2 domain of Fyn), which is crucial for Ag-responsive negative feedback. Our analysis suggests that Lyn plays an important role in setting the threshold for responsiveness to Ag signals and that Lyn is responsible for generation of pulse-like, transient responses to Ag signals at the single-cell level.

Because BCR signaling, particularly Syk activation, is coupled to downstream calcium signaling, and because differences in the dynamics of calcium signaling can lead to different patterns of gene regulation in B cells (79), Lyn, acting as a pulse generator, may be especially important for eliciting appropriate cellular responses to Ag signals just above the threshold of responsiveness. Pulses generated by the action of Lyn have a signal-independent amplitude (Fig. 5A) and a signal-dependent duration (Supplemental Fig. 2A). We have demonstrated that a change in the copy number of Lyn or Fyn can qualitatively change the response to an Ag signal, shifting a response from a pulse to a sustained steady output or vice versa. This insight suggests that regulation of Lyn and Fyn expression levels might play an important role in controlling B cell responses to Ag and that a search for relaxation oscillations.
in BCR signaling might be feasible in the future with single-cell assays and systematic knockdown and overexpression experiments. In addition, the results presented in this study could potentially serve as a guide for a synthetic biology approach to the study of design principles in cell signaling (80).
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