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Different Dynamics of CD4$^+$ and CD8$^+$ T Cell Responses During and After Acute Lymphocytic Choriomeningitis Virus Infection$^1$

Rob J. De Boer,$^{2,*}$ Dirk Homann,† and Alan S. Perelson‡

We fit a mathematical model to data characterizing the primary cellular immune response to lymphocytic choriomeningitis virus. The data enumerate the specific CD8$^+$ T cell response to six MHC class I-restricted epitopes and the specific CD4$^+$ T cell responses to two MHC class II-restricted epitopes. The peak of the response occurs around day 8 for CD8$^+$ T cells and around day 9 for CD4$^+$ T cells. By fitting a model to the data, we characterize the kinetic differences between CD4$^+$ and CD8$^+$ T cell responses and among the immunodominant and subdominant responses to the various epitopes. CD8$^+$ T cell responses have faster kinetics in almost every aspect of the response. For CD8$^+$ and CD4$^+$ T cells, the doubling time during the initial expansion phase is 8 and 11 h, respectively. The half-life during the contraction phase following the peak of the response is 41 h and 3 days, respectively. CD4$^+$ responses are even slower because their contraction phase appears to be biphasic, approaching a 35-day half-life 8 days after the peak of the response. The half-life during the memory phase is 500 days for the CD4$^+$ T cell responses and appears to be lifelong for the six CD8$^+$ T cell responses. Comparing the responses between the various epitopes, we find that immunodominant responses have an earlier and/or larger recruitment of precursors cells before the expansion phase and/or have a faster proliferation rate during the expansion phase. The Journal of Immunology, 2003, 171: 3928–3935.

Studies of the immune response during acute viral infections have frequently focused on the rapid and extensive response of antigen-specific CD8$^+$ T cells (1–5). A typical time course of the acute CD8$^+$ T cell response to lymphocytic choriomeningitis virus (LCMV)$^3$ involves an extensive proliferation phase, a contraction or death phase, during which 95% of Ag-specific cells die, and a long-term memory phase (3, 6). At the peak of the response, most of the activated CD8$^+$ T cell population in the spleen are specific for LCMV (4). The CD8$^+$ T cell population size during the memory phase remains approximately constant and is typically 5% of the peak value (4).

Homann et al. (7) compared acute CD4$^+$ and CD8$^+$ T cell responses to LCMV in C57BL/6 mice. Both CD4$^+$ and CD8$^+$ T cell responses go through the typical three phases of expansion, contraction, and memory. These phases are fairly synchronous, with the peak of the response around day 8 for CD8$^+$ T cells and around day 9 for CD4$^+$ T cells. The major differences between the two types of response are a 20-fold lower expansion in the CD4$^+$ T cell responses and the fact that memory is stable in CD8$^+$ responses and declining in the CD4$^+$ T cell responses (7). The CD4$^+$ T cell contraction phase was divided into several phases with a progressive increase in the half-life of the Ag-specific T cells. Because the measurements are of total numbers of Ag-specific cells per spleen, these changes in the half-lives should at least partly reflect the differentiation of short-lived activated cells into long-lived memory cells. To test this, we collected new data which we then fit to mathematical models that included these two subpopulations and estimated the half-lives of Ag-specific activated and memory cells for both dominant and subdominant CD4$^+$ and CD8$^+$ T cell responses.

Recent data demonstrate that CD8$^+$ T cells undergo considerable clonal expansion after initial exposure to Ag (8–11). Lau et al. (1) found that CD8$^+$ T cell proliferation continues after the virus has been cleared. A relatively short stimulus by Ag, i.e., less than $<$2 h (9), “programs” CD8$^+$ T cells to divide several times in an Ag-independent manner. Similar results have been found for CD4$^+$ T cells (12–14). Although the molecular basis of Ag-independent proliferation during primary immune reactions is at present not known, a simple model where proliferation is switched on and off, independent of the Ag concentration, seems well suited to fit to data like this (15). In the model given below, the “off” switch, or the time of the peak of the T cell response, is an independent parameter reflecting the end of the programmed cell division cascade. We previously used such a mathematical model to describe the BALB/c CD8$^+$ T cell response to the NP118 and gp283 epitopes of LCMV Armstrong (15). In this study, we extend the model with a biphasic contraction phase.

Materials and Methods

Data were collected as described previously (7). Briefly, C57BL/6 mice were infected i.p. with 10$^7$ PFU of LCMV Armstrong. Splenocytes were obtained at various time points after infection and were analyzed for epitope-specific T cells by intracellular cytokine staining after restimulation with specific epitopes. Each data point in Figs. 1, 2, and 4 is the average of three to four mice (except for the data points at day 921 which are based on two mice). Mice were infected at 6–8 wk of age. Both male and female mice were used, and no apparent differences were noted. In
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C57BL/6 mice infected with LCMV WE, the virus persists at very low levels after infection (16). In our C57BL/6 system with LCMV Armstrong, the virus is controlled effectively, and there is no evidence for residual persisting Ag (1, 7, 17).

We fit the data to a simple mathematical model considering “clones” of activated (A) and memory (M) cells. Activated cells proliferate at a rate ρ and become memory cells. Memory cells are formed when activated cells adopt the memory phenotype and die at rate δM. Because the proliferation of T cells after antigenic stimulation seems “programmed” (8–14), we split the dynamics into distinct phases with maximal proliferation before the peak of the response, at time T, and cell death and formation of memory cells after the peak of the response. For CD4+ T cells, Homann et al. (15) describe a multiphasic contraction phase and thus we additionally consider the possibility of having two distinct phases of activated cell death after the peak of the response.

During the expansion phase, i.e., when t < T, we assume that there are no memory cells and that activated T cells proliferate according to

$$\frac{dA}{dt} = \rho A,$$

where ρ is the net expansion rate. Following the peak of the response at time T, we may allow for two distinct phases, i.e., a rapid contraction phase of length Δ days, where activated cells die rapidly by apoptosis or activation-induced cell death, at a rate α, and a slower phase where activated cells die at their basic turnover rate δA. Memory cells can be formed during the entire contraction phase at rate r. Thus, during the rapid contraction phase, i.e., when t > T + Δ, (1)

$$\frac{dA}{dt} = -rA - \delta_A A,$$

(2)

$$\frac{dM}{dt} = rA - \delta_A M,$$

(3)

where α is the parameter representing rapid apoptosis. During the slower part of the contraction phase, i.e., when t > T + Δ, we set α = 0. When most of the activated cells have died or have become memory cells, the model naturally enters the so-called memory phase that is characterized by the average life span 1/δM of the memory cells. Since the memory cells are partly maintained by cell renewal (6), 1/δM is not a true life span, but the average persistence time of the memory population determined by the net result of renewal and death. Using 5-bromo-2-deoxyuridine labeling, we found that 2–3% of the memory cells are cycling (D. Homann, unpublished data).

We fit the data to models having the rapid apoptosis time window Δ and to models in which we set Δ = α = 0 (the latter corresponds to our optimal model (15)). In the version of the model with an explicit early apoptosis time window, the death rate of the activated cells is time dependent, with mortality decreasing from a maximum at day 4, to a lower value at day 5, and to a lower rate of death at day 6. The model thus captures the data very well, and we use it for further analysis.

Estimates for precursor frequencies for viral epitopes have recently become available and vary around 10^7 naive CD8+ T cells (18, 19). However, in our experiments no data was collected during the earliest phases of the response, i.e., when t < T + Δ, the activated and memory T cell population dynamics are governed by the following differential equations:

$$\frac{dA}{dt} = (r + \alpha + \delta_A)A,$$

(1)

$$\frac{dM}{dt} = rA - \delta_A M,$$

(2)

where α is the parameter representing rapid apoptosis. During the slower part of the contraction phase, i.e., when t > T + Δ, we set α = 0. When most of the activated cells have died or have become memory cells, the model naturally enters the so-called memory phase that is characterized by the average life span 1/δM of the memory cells. Since the memory cells are partly maintained by cell renewal (6), 1/δM is not a true life span, but the average persistence time of the memory population determined by the net result of renewal and death. Using 5-bromo-2-deoxyuridine labeling, we found that 2–3% of the memory cells are cycling (D. Homann, unpublished data).

We fit the data to models having the rapid apoptosis time window Δ and to models in which we set Δ = α = 0 (the latter corresponds to our optimal model (15)). In the version of the model with an explicit early apoptosis time window, the death rate of the activated cells is time dependent, with more rapid death just after the peak of the response. In the version with a single death rate for activated cells, we also observe a biphasic contraction of the total T cell population after the peak, because short-lived activated cells are being replaced by long-lived memory cells. Note that in the model the α = 0 version of the model, δA represents a death rate of activated cells combining apoptosis and normal turnover (15).

Estimates for precursor frequencies for viral epitopes have recently become available and vary around 10^7 naive CD8+ T cells (18, 19). However, in our experiments no data was collected during the earliest phases of the response, and thus we have ignored modeling the onset of the response (i.e., the Tpeak parameter of De Boer et al. (15) is set to 0). Instead, we consider an immune response that starts at time 0 with A(0) activated cells. This is obviously a simplification, lumping the precursor frequency and the recruitment rate (or recruitment time) into a single parameter. Because our first data point only gives the number of Ag-specific cells at day 4, we cannot distinguish between the precursor frequency at day 0 and the recruitment rate (or recruitment time) during the first few days. We therefore interpret the A(0) parameter as a generalized recruitment parameter. The larger A(0), the larger the presumed precursor frequency and/or the earlier and the better the precursor cells were triggered by Ag.

Since the model is linear in each phase of the response, one can obtain the solutions of the differential equations (see Appendix). Parametric estimates were obtained using the DNLS1 subroutine from the Common Los Alamos Software Library, which is based on the Levenberg-Marquardt algorithm (20) for solving nonlinear least-squares problems. These parameters were used to calculate the predicted T cell population size. Ninety-five percent confidence intervals for the inferred parameters were then determined using a bootstrap method (21), where the residuals to the optimal fit were resampled 500 times. The 95% confidence intervals give the range of parameter values that would be accepted at a 5% significance level.

The different models that we consider could all fit the data reasonably well. To compare the quality of the fit of different models, we report the residual mean square (MNSQ), which is the residual sum of squares divided by the residual degrees of freedom, i.e., the difference between the number of data points and the number of free parameters (22). Thus, adding a redundant parameter to a model should increase the residual MNSQ. Additionally, we perform the partial F test to compare two nested models by the difference between their residual sum of squares per additional parameter divided by the residual MNSQ of the largest of the two models (22). The F value delivered by this test can be looked up in statistical tables giving the F value above which the F distribution exceeds a critical percentage. The F distribution is parameterized by 2 df. The one in the numerator is the difference in the number of parameters between the two models. The one in the denominator is the number of degrees of freedom of the largest model (i.e., the number of data points minus the number of parameters). Throughout this article we will accept the hypothesis that the model with the largest number of parameters provides the best fit when the F value exceeds a significance level of p < 0.05.

**Results**

**CD4+ T cells**

The measured CD4+ T cell responses to the epitopes gp61 and NP309 are shown in Fig. 1 along with the best fits of the model to the data. The best-fit parameter estimates are given in Table I. The fits appear to agree well with the data. The model with a biphasic decline fits the data significantly better than the model where we enforce a monophasic decline by setting Δ = 0, as illustrated by comparing the panels at the bottom of Fig. 1 (biphasic decline) with those at the top (monophasic decline). With the biphasic model, we obtain a better fit between weeks 4 and 10 for the gp61 data and a better fit of the peak of the response for the NP309 data. Statistically, this can be tested with the partial F test. Comparing the two fits to the gp61 data yields F2,17 = 17.7, p < 10^-4, i.e., the two additional parameters significantly improve the quality of the fit. Although the full model fits the NP309 better, the improvement of the fit to this data is not statistically significant (F2,9 = 1.9, p < 0.2).

To obtain the fits for the gp61 epitope, we enforced that the time of the peak, T, could not occur before day 8. The data strongly suggest that the peak occurs around day 9. When we allowed the time of the peak to be a free parameter, it was estimated to occur at T = 7.5 days (data not shown). Because of compensation for this shorter expansion period, we obtained a higher estimate for proliferation rate of ρ = 1.7 d^-1 (instead of the ρ = 1.47 d^-1 with T = 8 days). Fitting the NP309 data without constraining the time of the peak, we obtained a realistic late peak around day 9 and a proliferation rate of ρ = 1.11 d^-1. To test whether this difference in the estimated proliferation rates was real or was caused by the different times of the peak, we fitted the first five data points by linear regression. This confirmed the Fp<sub>gp61</sub> = 1.47 d^-1 and the Fp<sub>np309</sub> = 1.11 d^-1 estimates of the proliferation rates and suggests that the immudominate clone proliferates 1.3-fold faster than the subdominant clone.

Since the CD4+ T cell responses to the gp61 and NP309 LCMV epitopes probably have several parameters in common, we next fitted the two data sets simultaneously. To resolve the uncertainties about estimating the time of the peak, we fixed the proliferation rates to the values estimated above and again enforced that the time of the peak for the gp61 epitope could not occur before day 8 (Table II). Fitting the data simultaneously under these assumptions allows for fits that visually seems as good (Fig. 2) as those obtained with the individual fits with the biphasic model in Fig. 1. Comparing the fits of the full model with that of the model with a monophasic contraction phase, we find that the full model fits significantly better F2,33 = 39.5, p < 10^-6 with 42 data points fitted with nine versus seven parameters).
The two CD4\(^+\) T cell responses differ in the proliferation rate \(\rho\), which is higher for the dominant clone, in the generalized recruitment parameter \(\alpha(0)\), which is lower in the dominant clone and in the time of the peak \(T\). The latter is an artifact due to the simplicity of the mathematical model which can only have a sharp peak value, whereas the CD4\(^+\) T cell data clearly suggest a more rounded peak (Fig. 2). Measuring functional avidity by determining the fraction of specific IFN-\(\gamma\)-producing cells in peptide dilution assays, it was estimated that the avidity of gp61-specific CD4\(^+\) T cells is almost 10-fold higher than CD4\(^+\) T cells specific for NP309 (D. Homann, unpublished data). Such differences in avidity of the T cells for the peptide MHC (pMHC) complexes could influence the proliferation rate of the activated cells. The fact that the subdominant clone has the highest estimate for the generalized recruitment parameter means either that the naive precursor frequency of the NP309 response is higher and/or that naive

Table I. Fitting the two CD4\(^+\) T cell responses individually

<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>gp61 CD4(^+) T Cells</th>
<th>Value</th>
<th>95% CI</th>
<th>NP309 CD4(^+) T Cells</th>
<th>Value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>d(^{-1})</td>
<td>1.40</td>
<td>1.23–1.59</td>
<td></td>
<td>1.24</td>
<td>1.07–1.39</td>
<td></td>
</tr>
<tr>
<td>(\delta_L)</td>
<td>d(^{-1})</td>
<td>0.18</td>
<td>0.12–0.25</td>
<td></td>
<td>0.05</td>
<td>0.03–0.07</td>
<td></td>
</tr>
<tr>
<td>(\delta_M)</td>
<td>d(^{-1})</td>
<td>0.0025</td>
<td>0.0018–0.0031</td>
<td></td>
<td>0.0020</td>
<td>0.0013–0.0026</td>
<td></td>
</tr>
<tr>
<td>(r)</td>
<td>d(^{-1})</td>
<td>0.010</td>
<td>0.006–0.015</td>
<td></td>
<td>0.003</td>
<td>0.002–0.006</td>
<td></td>
</tr>
<tr>
<td>(T)</td>
<td>Days</td>
<td>8</td>
<td>8–8</td>
<td></td>
<td>8.2</td>
<td>8–8.6</td>
<td></td>
</tr>
<tr>
<td>(A(0))</td>
<td>Cells</td>
<td>34.4</td>
<td>9.6–108.9</td>
<td></td>
<td>24.9</td>
<td>9.3–77.6</td>
<td></td>
</tr>
<tr>
<td>(\rho)</td>
<td>d(^{-1})</td>
<td>1.47</td>
<td>1.37–1.58</td>
<td></td>
<td>1.11</td>
<td>0.96–1.25</td>
<td></td>
</tr>
<tr>
<td>(\delta_L)</td>
<td>d(^{-1})</td>
<td>0.02</td>
<td>0.02–0.03</td>
<td></td>
<td>0.02</td>
<td>0.01–0.04</td>
<td></td>
</tr>
<tr>
<td>(\delta_M)</td>
<td>d(^{-1})</td>
<td>0.0013</td>
<td>0.0006–0.0018</td>
<td></td>
<td>0.0016</td>
<td>0.0006–0.0022</td>
<td></td>
</tr>
<tr>
<td>(r)</td>
<td>d(^{-1})</td>
<td>0.002</td>
<td>0.001–0.003</td>
<td></td>
<td>0.002</td>
<td>0.001–0.004</td>
<td></td>
</tr>
<tr>
<td>(\alpha)</td>
<td>d(^{-1})</td>
<td>0.20</td>
<td>0.14–0.32</td>
<td></td>
<td>0.46</td>
<td>0.12–0.82</td>
<td></td>
</tr>
<tr>
<td>(T)</td>
<td>Days</td>
<td>8</td>
<td>8–8</td>
<td></td>
<td>9.2</td>
<td>8.6–9.7</td>
<td></td>
</tr>
<tr>
<td>(\Delta)</td>
<td>Days</td>
<td>7.0</td>
<td>5.1–9.0</td>
<td></td>
<td>3.4</td>
<td>2.2–9.4</td>
<td></td>
</tr>
<tr>
<td>(A(0))</td>
<td>Cells</td>
<td>24.0</td>
<td>11.3–47.2</td>
<td></td>
<td>49.4</td>
<td>22.7–151.4</td>
<td></td>
</tr>
</tbody>
</table>

*See Fig. 1 for a graphical representation. The gp61 and NP309 data sets contain 25 and 17 data points, respectively, and are fitted with either a six (top)- or an eight (bottom)-parameter model. The quality of the gp61 fits are MNSQ = 0.17 (six parameters) and MNSQ = 0.06 (eight parameters), respectively. The partial \(F\) test \(F_{6,17} = 17.7, p < 10^{-4}\) confirms that the eight-parameter model fits significantly better. The two fits of the NP309 data are more similar, i.e., MNSQ = 0.12 (six parameters) and MNSQ = 0.10 (eight parameters), respectively, with \(F_{5,9} = 1.9, p < 0.2\).

CI, Confidence interval.
NP309-specific CD4⁺ T cells are activated earlier than those of the dominant gp61 response. The latter could be due to an earlier expression of the NP309 epitope and/or higher pMHC concentrations (15).

To investigate whether the difference in immunodominance can also be explained with equal proliferation rates and a difference in recruitment only, we also fitted these data with three other models (data not shown). The first model has 11 free parameters and allows for different proliferation rates and different recruitment rates. The second and third models have 10 free parameters because we enforced equal recruitment rates and equal proliferation rates, respectively. In terms of the MNSQ distances, the best of the three is the one with different proliferation rates and equal recruitment. Moreover, by the F test it is a significant improvement to expand the third model with an additional parameter allowing for different proliferation rates, i.e., comparing the first model with the third yields \( F_{1.31} = 2.67, p < 0.001 \). This suggests that the difference in immunodominance can best be explained with a difference in the proliferation rates. Since the precise value of the proliferation rate depends on the uncertain estimate of the time of the peak, we have most confidence in the \( r_{\text{gp61}} = 1.47 \) d⁻¹ and the \( r_{\text{NP309}} = 1.11 \) d⁻¹ estimates that we could confirm with linear regression on the first five data points (see above).

To characterize the specific CD4⁺ T cell responses to LCMV kinetically, we translate the rates in Table II into doubling times and half-lives (Fig. 3a). During the expansion phase, the doubling time of the gp61 response is about 11 h and that of the NP309 response is about 15 h. The peak of the NP309 response is estimated to occur around day 9, that of the gp61 response is too rounded to be estimated with this model, but from the data appears to occur around the same time. During the initial rapid apoptosis phase that lasts another 8 days, the cells have a half-life of about 3 days. For activated cells, this increases to about 35 days after day 16. The memory cells have an estimated half-life of about 500 days (1.3 years). Following the peak, we estimate that on a daily basis 0.2% of the activated cells obtain the long-lived memory phenotype. Because activated cells are relatively long-lived, the build up of the memory population continues long after the peak of the response (Fig. 2). In the Appendix, we discuss a number of alternative fits to the CD4⁺ T cell data and show that the poor estimate of the time of the peak does not affect the other results presented here.

**CD8⁺ T cells**

The total number of gp33-, NP396-, gp118-, gp276-, NP205-, and gp92-specific CD8⁺ T cells in the spleen of the C57BL/6 mice can also be accurately described by the model (Fig. 4). Fitting the individual data sets for the CD8⁺ T cell epitopes, we never found that allowing for a biphasic contraction phase gave a significant improvement of the fit. For most epitopes the simpler monophasic contraction model gave a better fit (i.e., had a lower MNSQ). Fitting the six CD8 data sets simultaneously allowed for very reasonable fits when we allowed the naive recruitment, \( A(0) \), and the proliferation rate, \( r \), to vary between the six epitopes (Table III). Allowing the net death rate of memory cells, \( \delta_m \), to be a free parameter failed to improve the quality of the fit above that obtained when we fixed \( \delta_m = 0 \). This implies that the life time of CD8⁺ T cell memory is sufficiently long that no significant decay could be observed in this data set extending over 921 days, i.e., in the mouse CD8⁺ T cell memory seems to be lifelong.

The CD8⁺ T cell responses to all six epitopes switch off around day 8. According to the peak response size, the dominance ranking of the six responses is gp33 > NP396 > gp118 > gp276 > NP205 > gp92. The parameter estimates in Table III suggest that the proliferation rate of the last two responses is significantly lower than that of the other four. The doubling time of the top four responses is about 8 h, that of the NP205 response 11 h, and that of the smallest gp92 response is 15 h. Differences in immunodominance are therefore partly due to differences in cellular proliferation rates during the expansion phase. It is surprising that these two subdominant clones have the largest estimates for the recruitment parameter (Table IV). One possible interpretation is that the NP205 and NP92 responses are actually composed of several clones all responding rather poorly but being present in relatively large numbers. The difference in immunodominance between the top four responses is largely due to differences in the generalized recruitment of precursor cells. Their estimated proliferation rates are very similar, and the rankings of their \( A(0) \) parameters correspond perfectly with the observed immunodominance ranking. Again, differences in the naive recruitment parameter could reflect

### Table II. Fitting the two CD4⁺ T cell responses simultaneously to a model with a rapid apoptosis window

<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>Value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{\text{gp61}} )</td>
<td>d⁻¹</td>
<td>1.47</td>
<td>—</td>
</tr>
<tr>
<td>( p_{\text{NP309}} )</td>
<td>d⁻¹</td>
<td>1.11</td>
<td>—</td>
</tr>
<tr>
<td>( \delta_1 )</td>
<td>d⁻¹</td>
<td>0.02</td>
<td>0.01–0.03</td>
</tr>
<tr>
<td>( \delta_4 )</td>
<td>d⁻¹</td>
<td>0.0014</td>
<td>0.0007–0.0019</td>
</tr>
<tr>
<td>( r )</td>
<td>d⁻¹</td>
<td>0.002</td>
<td>0.001–0.003</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>d⁻¹</td>
<td>0.21</td>
<td>0.16–0.28</td>
</tr>
<tr>
<td>( T_{\text{gp61}} )</td>
<td>Days</td>
<td>8</td>
<td>8–8</td>
</tr>
<tr>
<td>( T_{\text{NP309}} )</td>
<td>Days</td>
<td>8.8</td>
<td>8.6–9.1</td>
</tr>
<tr>
<td>( \delta )</td>
<td>Days</td>
<td>7.8</td>
<td>5.5–9.8</td>
</tr>
<tr>
<td>( A(0)_{\text{gp61}} )</td>
<td>Cells</td>
<td>22.0</td>
<td>19.0–26.6</td>
</tr>
<tr>
<td>( A(0)_{\text{NP309}} )</td>
<td>Cells</td>
<td>56.4</td>
<td>46.0–73.8</td>
</tr>
</tbody>
</table>

*a See Fig. 2 for a graphical representation. By the partial \( F \) test this fit with 10 parameters is significantly better than that obtained with \( \Delta = \alpha = 0 (F_{2,31} = 30.7, p < 10^{-6}) \). Because the subdominant clones have a better recruitment, the immunodominance is due to the faster proliferation of the gp61-specific response.

*b CI, Confidence interval.

**FIGURE 2.** Fitting the dominant gp61 and the subdominant NP309 CD4⁺ T cell responses simultaneously to a model with a biphasic contraction phase (i.e., \( \Delta > 0 \) and \( \alpha > 0 \)). See Table II for parameter estimates.
Different precursor frequencies or earlier expression of the dominant epitopes, higher pMHC concentrations, and/or higher avidity (15). To explain the large differences between the six CD8$^+$ T cell responses, only small differences in their parameter values are required (Table III).

The immunodominant CD8$^+$ T cell response is characterized kinetically in Fig. 3b. During the expansion phase of 8 days, the doubling time is 8 h. We failed to find evidence for a biphasic contraction phase and estimate a half-life of 41 h for activated cells after the peak of the response. In addition, the memory phase of the CD8$^+$ T cell response is stable, with little evidence of memory decay.

Comparing CD4$^+$ and CD8$^+$ T cell dynamics

The differences between the parameters characterizing the CD4$^+$ and CD8$^+$ T cell responses are striking (Fig. 3). CD8$^+$ T cell responses are faster in almost every aspect of the response. During the expansion phase, the doubling time of immunodominant CD8$^+$ T cells is approximately three-fourths of that of immunodominant CD4$^+$ T cells (i.e., 8 h vs 11 h). The rapid contraction phase of CD4$^+$ T cell responses lasts only 8 days, with a half-life of activated cells of 3 days. The corresponding half-life of activated CD8$^+$ T cells is 41 h (or 1.7 days). Moreover, activated CD4$^+$ T cells approach an even longer half-life of 35 days during the second half of the contraction phase. We failed to find evidence for such an increase in the half-life of activated CD8$^+$ T cells. The rate at which activated CD8$^+$ T cells become memory cells is also 10-fold faster than that of CD4$^+$ T cells. Because activated CD8$^+$ T cells live much longer than activated CD8$^+$ T cells (Fig. 3), the total number of memory cells that are formed after a CD4$^+$ T cell response need not be smaller than after a CD8$^+$ T cell response.

At day 70 of the gp61 CD4$^+$ T cell response, the estimated memory population size approaches its maximum value of $5 \times 10^4$ cells, which is 1.6% of the peak population size at day 8. At day 70 of the gp33 CD8$^+$ T cell response, we estimate a memory population of $1.4 \times 10^6$ cells (Fig. 4), which is 4% of the peak population size. The only phase that seems more dynamic in the CD4$^+$ T cell compartment is the memory phase. The half-life of CD4$^+$ T cell memory is about 500 days, whereas CD8$^+$ T cell memory seems not to decay. A long-lived memory need not be due to long-lived memory cells. It is well established that T cells with a memory phenotype divide more frequently than those with a naive phenotype (23–25). Thus, the fact that the CD8$^+$ T cell memory lasts longer than that of CD4$^+$ T cells could also be due to faster renewal kinetics of the CD8$^+$ memory T cells.

Finally, it seemed that the CD4$^+$ T cell responses shut off 1 day later than the CD8 responses (7). The data points shown in Figs. 1 and 2, which are averages of three to four mice, suggest that the CD4$^+$ T cells peak around days 9 and 10 for gp61 and NP309, respectively. However, there is scatter in the data and the SDs of the averages at days 9 and 10 are overlapping (data not shown), suggesting that the peak differs among mice and is not precisely defined. Because our model assumes that the response shuts off at a fixed time, $T$, it exhibits a sharp peak when the expansion phase ends, whereas the data have a more rounded peak. Thus, our current estimates for the time of the peak of the CD4$^+$ T cell response remain somewhat ambiguous. A model with a more rounded peak may yield a more reliable estimate for the precise time of the peak.

Discussion

Homann et al. (7) suggested that in C57BL/6 mice the half-lives of the CD4$^+$ T cell populations involved in the primary immune response during acute LCMV Armstrong infection were increasing over time in several distinct phases after the peak of the response. Fitting a mathematical model to more detailed data from similar experiments, we have been able to confirm that the contraction phase of the CD4$^+$ T cell responses to gp61 and NP309 is biphasic, with an early half-life of 3 days and a late half-life of 35 days (Fig. 3a). In agreement with Homann et al. (7), we find that the CD8$^+$ T cell responses to six epitopes are better described with a monophasic contraction phase. However, the decline in the total number of specific CD8$^+$ T cells after the peak of the response slows down with time, i.e., at the total population level one does observe an increase in the half-life with time. The results of our model, depicted in Fig. 4, suggest that this is due to a gradual transition of short-lived activated cells into long-lived memory cells. Thus, although the average half-life of the population as a whole increases with time, those of the activated and memory sub-population remain time invariant (see Appendix).

We previously estimated proliferation and death rates of the NP118 and gp283 CD8$^+$ T cell responses to $2 \times 10^3$ PFU of LCMV Armstrong injected i.p. into BALB/c mice (15). The estimates for the apoptosis rate $\delta$, and the rate $r$ at which cells adopt the memory phenotype were very similar to those estimated in
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**FIGURE 3.** Schematic presentation of the immunodominant CD4$^+$ (a) and CD8$^+$ (b) T cell response to LCMV. The estimated doubling times and half-lives are indicated in each panel. The horizontal lines depict the memory phase: the half-life of CD4$^+$ memory is about 500 days, whereas that of the CD8$^+$ seems lifelong.
Table III. In BALB/c mice the time of the peak was estimated to occur around day 6 however, and the proliferation rate was 2.8 d⁻¹.
The estimates provided here for the CD8⁺ T cell response to LCMV Armstrong epitopes in C57BL/6 mice are somewhat slower, i.e., the
time of the peak is at day 8, and the proliferation rate is 1.9 d⁻¹ for the immunodominant CD8⁺ responses. Apparently, BALB/c mice
respond more vigorously, i.e., with faster cell division, to LCMV Armstrong than C57BL/6 mice do. Possibly as a consequence, their T
cells stop proliferating earlier than those of C57BL/6 mice.

During vigorous primary immune reactions, both CD4⁺ and CD8⁺ T cell responses seem programmed to undergo clonal ex-
pansion in the absence of restimulation by Ag, followed by a con-
traction phase that also seems independent of antigen (9–14). The modeling of the data reported here suggests that CD4⁺ and CD8⁺ responses proceed through these phases fairly synchronously. We have shown that CD4⁺ and CD8⁺ T cells differ largely in the kinetics within each phase of an otherwise fairly similar program.

The main qualitative difference that we found is the biphasic con-
traction of CD4⁺ T cell responses. These results seem to be in
disagreement with those of Foulds et al. (14) who compared CD4⁺ and CD8⁺ T cell responses during Listeria infection. They found
that CD4⁺ T cells divide a limited number of times in contrast to CD8⁺ T cells, which undergo more extensive clonal expansion.

Since these differences remained when CD4⁺ and CD8⁺ T cells were uniformly stimulated with anti-CD3 mAb, they suggested
that CD4⁺ and CD8⁺ T cells have different programs for the ex-
pansion phase (14). The modeling of our data has provided an ad-
ditional insight in the differences between CD4⁺ and CD8⁺ T cell
responses. In our interpretation, CD4⁺ and CD8⁺ T cells follow sim-
ilar programs, switching off expansion at similar or possibly some-
what later times for CD4⁺ T cells. However, CD4⁺ T cells divide slower, with a 1.4-fold longer doubling time, which implies that
CD4⁺ T cells complete three-fourths of the divisions completed by
CD8⁺ T cells during the same time period, which is consistent
with the observation of Foulds et al. (14) for the response to
Listeria.
The peak of the CD8+ T cell responses seems sharp, well-defined, and synchronous for all epitopes (Fig. 4). For CD4+ T cells, the data not only suggest that the peak occurs about a day later, but also that it is more rounded. One possible mechanism for accounting for a more rounded peak would be that the onset of apoptosis precedes the switch off of proliferation. This would slow down the net rate of expansion and hence round the peak. To incorporate this difference in timing into the mathematical model, one can extend it with an additional parameter, $T_a$, for the onset of apoptosis, whenever $T_a < T$ the model will have a more rounded peak. Annexin V staining indeed suggests an increase in apoptosis before the peak of the response (D. Homann, unpublished data). However, it remains unclear whether this explains the rounded CD4+ T cell peak because the fraction of annexin V+ cells is more than 2-fold larger in the CD8+ T cell compartment than it is in CD4+ T cells around the peak of the response. The high annexin V expression in the CD8+ T cell compartment is an independent confirmation of the high apoptosis rate that we have estimated for CD8+ T cells (Fig. 3).

We have modeled the contraction phase of the CD4+ T cells with two time windows with a different death rate of the activated cells in each. Such a model is purely phenomenological and provides no biological mechanism by which death rates change. One can speculate about mechanisms. For example, one possibility is that activated cells have a fast death rate, $\delta_d + \alpha$, directly after the peak, and that they are rescued from apoptosis, say by activation of BCL2, at a rate $r'$ to become activated cells with a death rate $\delta_d$. With this model, one obtains a gradual transition between the two windows in the contraction phase rather than the sharp transition depicted in Fig. 2. The equations for this alternative model are given in the Appendix. Another possibility is that the population at the time of the peak is heterogeneous. A certain fraction $\phi$ could be apoptotic and have a fast death rate, while the other fraction ($1-f$) decays more slowly and slowly attains the memory phenotype.

### Table III: Parameter estimates obtained by fitting the CD8+ T cell response with proliferation and recruitment parameters different for each of the six epitopes

<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>Value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{gp33}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.89</td>
<td>1.73–2.08</td>
</tr>
<tr>
<td>$\rho_{\text{gp276}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.92</td>
<td>1.75–2.14</td>
</tr>
<tr>
<td>$\rho_{\text{gp276}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.86</td>
<td>1.60–2.21</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.87</td>
<td>1.70–2.05</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.52</td>
<td>1.37–1.69</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.13</td>
<td>0.98–1.33</td>
</tr>
</tbody>
</table>

### Table IV: Parameter estimates of the two alternative models in the Appendix

<table>
<thead>
<tr>
<th>Name</th>
<th>Units</th>
<th>Value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{\text{gp33}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.89</td>
<td>1.73–2.08</td>
</tr>
<tr>
<td>$\rho_{\text{gp276}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.92</td>
<td>1.75–2.14</td>
</tr>
<tr>
<td>$\rho_{\text{gp276}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.86</td>
<td>1.60–2.21</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.87</td>
<td>1.70–2.05</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.52</td>
<td>1.37–1.69</td>
</tr>
<tr>
<td>$\rho_{\text{gp92}}$</td>
<td>$\text{d}^{-1}$</td>
<td>1.13</td>
<td>0.98–1.33</td>
</tr>
</tbody>
</table>

### Appendix

The model defined by Equations 1–3 is piecewise linear. When $r \leq T$ activated cells expand exponentially at a rate $\rho$ such that the solution obeys

$$A(t) = A(0)\exp[\rho t]; \quad M(t) = 0. \quad (4)$$
Following the peak, i.e., for $T < t < T + \Delta$, the solutions of Equations 2 and 3 obey

$$A(t) = A(T)\exp\left[-\delta(t-T)\right],$$

$$M(t) = \frac{-\delta A(T)(1-\exp[-(\delta-\delta_M)t])}{\delta - \delta_M},$$

where $\delta = r + \delta_A + \alpha$ and $A(T)$ is given by Equation 4. When $T > T + \Delta$ the solution is

$$A(t) = A(T + \Delta)\exp[-\delta'(t-T-\Delta)],$$

$$M(t) = \frac{-\delta A(T)(1 - \exp[-(\delta' - \delta_M)t]) + M(T + \Delta)(\delta' - \delta_M)}{\delta' - \delta_M},$$

where $\delta' = r + \delta_A$ and $A(T + \Delta)$ is given by Equation 5 and $M(T + \Delta)$ is given by Equation 6.

The CD8$^+$ T cell data were fitted with the $\Delta = \delta = 0$ model because 1) the data and the fits displayed in Fig. 4 suggest that the decline of activated CD8$^+$ T cells is monophasic and 2) the $F$ test suggested that the more complicated biphasic contraction model failed to fit the data better than the simpler model (see footnote to Table III). Surprisingly, the biphasic contraction model allowed for an alternative interpretation of the data. Fitting the CD8$^+$ T cell data to this model, we obtained parameter estimates of an apoptotic cell population and a nonapoptotic subpopulation.

One could argue that we should also have modeled the apoptosis window of length $\Delta$ with two subpopulations of activated cells. A first possibility is the following model for time after the peak, i.e., for $T > T + \Delta$:

$$\frac{dA_0}{dt} = -(\alpha + \delta_A + r')A_0 \frac{dA_1}{dt} = r'A_0 - (\delta_A + r)A_1$$

$$\frac{dM}{dt} = rA_1 - \delta_M M,$$

with the initial condition $A_0(T) = A(T)$ and $A_1(T) = M(T) = 0$. The time window parameter $\Delta$ has been replaced by a rate $r'$ at which apoptotic cells become rescued. We have fitted the solutions of this model to the CD4$^+$ T cell data (Table IV).

An alternative model is one that starts with an apoptotic subpopulation $A_0$ and a nonapoptotic subpopulation $A_1$ at the time of the peak:

$$\frac{dA_0}{dt} = -(\alpha + \delta_A)A_0 \frac{dA_1}{dt} = -(\delta_A + r)A_1$$

$$\frac{dM}{dt} = rA_1 - \delta_M M,$$

with the initial condition $A_0(T) = fA(T)$, $A_1(T) = (1-f)A(T)$, and $M(T) = 0$. We have also fitted the solutions of this model to the CD4$^+$ T cell data (Table IV).